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Abstract: A spherically focused (no mirrors) capacitive-film, air-coupled
ultrasonic transducer, constructed using a spherically deformed backplate
and metalized polymer film, has been designed, fabricated, and its perfor-
mance characterized. A 1 cm diameter device has a center frequency of
805 kHz and a 6 dB bandwidth of 760 kHz. Comparisons of field strength in
the focal zone with theoretical calculations for a spherically focused piston
show that the device achieves diffraction-limited focusing. The nominal focal
point of 25 mm lies within 0.01 mm of the calculated value for this device.
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1. Introduction

Recently in nondestructive evaluation (NDE), attention has centered on noncontact ultrasonic
inspection methods because they are practical and efficient when the test article under inspec-
tion cannot be brought into contact with water. Currently, most air-coupled ultrasonic inspec-
tion methods utilize either conventional piezoceramic transducers or capacitive film transduc-
ers. When a solid piezoceramic transducer is used to couple sound into air, the large acoustic
impedance mlsmatch between the element and air renders broadband matching nearly
1mposs1b1e Capacitive film transducers skirt the impedance mlsmatch problem by using a
thin polymer film of low areal density as the vibrating element.’ Biased to 100 V dc or more,
this type of transducer functions by detecting the vibrational motion 1nduced in the film by
incident sound waves and converting this motion to electrical current. " The capacitive film
transducer has a relatively low fabrication cost, high sensitivity, and very wide bandwidth com-
pared with conventional piezoceramic transducers. Previous attempts to develop natively fo-
cused transducers of this type have met with only limited sucgess. Approaches employmg ex-
ternal devices, such as acoustic mirrors,” cylindrical focusmg, or Fresnel zone plates have all
been attempted. Unlike these previous approaches, our spherically focused capacitive trans-
ducer utilizes a spherical radiating surface, and therefore needs no mirror, zone plate, or any
similar external device to effect focusing. In this paper, we present the development, fabrica-
tion, and testing of a spherically focused capacitive film air-coupled transducer, utilizing a
spherically deformed backplate and conformal metalized polymer film in the shape of a spheri-
cal radiator.

2. Transducer construction

Our 10 mm spherically focused capacitive film transducer is fabricated with a 25.4 mm geo-
metric focal length and an active angular sensitivity of £15° with respect to the normal axis. It
is designed to excite a large range of plate wave modes when in normal incidence for low-
density engineering materials, such as plastics, carbon or glass—fiber composites, and light-
weight alloys. The radiating surface of a fully constructed spherically focused capacitive film
transducer is shown in Fig. 1(a).
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Fig. 1. (a) A photograph of a 5 mm radius, 25.4 mm focal length spherically focused capacitive micromachined
air-coupled ultrasonic transducer. A white line on a 6 wm Mylar/Al film is the reflection of a light source. (b) A SEM
image of a flexible copper/polyimide backplate.

Our concept for a spherically focused transducer is based on the premise that both
sides of the capacitor, the backplate and the polymer film, can be made to conform to a section
of spherically curved surface. We have accomplished this goal by utilizing a flexible
copper(Cu)/polyimide(PI) backplate, molded to a spherically curved backplate fixture, and a
suitably prepared conformal metalized Mylar film. The flexible and permanently deformable
Cu/PI backplate is a two-layer structure consisting of a 17 wm thick copper layer bonded to a
130 pm thick polyimide substrate, commonly used for flexible printed circuits. We pattern the
copper layer of this material with 40 um depressions having 80 wm center-to-center spacing,
as shown in Fig. 1(b). Then, the backplate is carefully deformed to conform to a machined
spherically curved backplate fixture, whose radius is the same as the desired geometric focal
length of the transducer.

A 6 um thick aluminized Mylar film, mechanically deformed to give it a spherical
shape, completes the transducer. The fabrication of a conformal polymer film was another in-
novation necessary for the construction of a natively focused capacitive air-coupled transducer.
To suppress performance-robbing wrinkles in the Mylar film, we have mechanically stretched
the metalized Mylar film using a warm steel ball bearing. The radius of the ball bearing is
approximately the same as the geometric focal length of the spherically focused capacitive
transducer. After stretching the Mylar film, it assumes a spherical shape and can be fitted di-
rectly to the Cu/PI backplate without wrinkling, when a bias voltage is also applied.

3. Transducer characterization

To characterize our new device, we measure the sound pressure fields radiating from the spheri-
cally focused transducer by a second 10 mm diameter capacitive film transducer, baffled by a
200 pum diameter aperture, giving a quasipoint receiver that is scanned through the focal zone
of the spherical transmitter under study. The receiver uses the same film and construction details
as the focused transmitter, so its bandwidth characteristics are identical to the probe under test.
The receiver is biased to 200 V dc.

The focused probe is excited by a bandwidth-tailored 200 us random-phase signal.4
Figure 2(a) shows the typical response of our spherically focused capacitive transducer, and Fig.
2(b) shows its corresponding frequency spectrum. All our measurements are relative, so ampli-
tude units are arbitrary. The latter shows that the frequency spectrum is centered at 805 kHz
with a 6 dB bandwidth of approximately 760 kHz, which is measured at a lower and upper
frequency of 446 and 1207 kHz, respectively. This bandwidth is not only far wider than all
piezoceramic transducers, but also wider than most damped water-coupled piezoceramic trans-
ducers.

For reference we have defined a simple Cartesian coordinate system, as shown in Fig.
3(a). The origin of the coordinate system is located at the center of the concave face of the
spherical backplate in the spherically focused capacitive transducer. Figure 3(a) shows the mea-
sured sound fields in the x-z plane at y=0, radiated from the spherically focused capacitive
air-coupled transducer whose geometric focal length is 25.4 mm. The sound field is scanned in
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Fig. 2. (a) Typical amplitude response and (b) the corresponding frequency spectrum. The quasipoint receiver has a
200 V dc bias, and the transmitter is driven by a broadband excitation at 250 V peak to peak.

the x-z plane over an area of 8 mm X 35 mm and with spatial resolutions of 0.1 and 0.2 mm in
the x and z axis, respectively. The figures show peak-to-peak sound field amplitudes at each
point where dark red represents a much stronger sound field amplitude than a dark blue region.
For broadband excitation, we have obtained the maximum amplitude at 24.9 mm. The focal
zone extends from 17.1 and 34.1 mm, respectively. Figure 3(b) shows the measured sound field
in the x-y plane at z=15, 25, and 35 mm. The figure clearly shows a point focusing performance
of the transducer.

To evaluate the transducer’s performance, we compare our experimental result with a
theoretical prediction using the Rayleigh—Sommerfield model.” Figure 4 shows the cross sec-
tion of the focal region of the measured and theoretical sound pressure fields for a 10-cycle
800 kHz tone burst excitation, radiated from the spherically focused air-coupled transducer.
The sound pressure from a focused piston radiator is
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Fig. 3. (Color online) Measured sound pressure fields radiated from a 5 mm radius, 25.4 mm focal length spherically
focused air-coupled transducer driven by broadband transient signals: (a) sound pressure field in the x-z plane at
y=0, and (b) sound pressure fields in the x-y plane at z=15,25, and 35 mm. Darker red regions represent stronger
sound pressure fields than dark blue regions. (Those looking at a printed black and white version of this figure may
find it helpful to look at the color version of this figure in the online publication).

P(Ry,p,w) = — iwproa®[exp(ikRo)/Rol[J, (kay/Ro)/(kay/R,)], (1)

where R, is the focal length, R,= \/R§+ 2, y is the radial distance, & is the wave number, p is
the mass density of the medium, p is the radiating sound pressure, a is the radius of a piston
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Fig. 4. (Color online) Cross sections of the focal region of the measured and theoretical sound pressure fields
radiated from a 5 mm radius, 25.4 mm focal length, spherically focused air-coupled transducer when driven by an

800 kHz tone burst.
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Fig. 5. (Color online) A comparison of the experimental measurement in the focal plane and Rayleigh—-Sommerfeld
theoretical prediction for a narrow band 500 kHz tone burst. The upper half is the experiment, and the lower half is
the theoretical prediction, illustrating the transducer’s nearly perfect axial symmetry. (Those looking at a printed
black and white version of this figure may find it helpful to look at the color version of this figure in the online
publication).

transducer, v, is the piston velocity (assumed uniform over the face of the radiator), and J,
is the first-order Bessel function. The calculation has no adjustable parameters except for
the arbitrary amplitude. Our measurements are obtained at the focal zone for each excita-
tion signal, which we have found in the x-z plane scan. The full width at half-maximum
(FWHM) value, or 6 dB dropoff point, is measured to be 1.38 mm, and its theoretical pre-
diction is 1.37 mm. The theoretical prediction is sufficiently close to the experimental mea-
surements for us to conclude that our device is operating like an ideal spherically focused
piston radiator. Figure 5 shows the experimental measurement (in the upper half-frame)
compared with the theoretical prediction (in the lower half-frame) of the focal-plane be-
havior of the focused transducer at 500 kHz. Because the radiating surface is spherical,
resolution of the focused beam is diffraction limited, controlled only by deviations in the
fixture sphericity, the device diameter, medium sound wave speed, and the frequency.

4. Conclusion

We have presented a simple, yet reliable, design of natively focused micromachined capacitive
air-coupled ultrasonic transducers and have shown a simple method to fabricate them. By se-
lecting a flexible substrate as a backplate, we eliminate one of the most difficult and unsolved
problems in backplate fabrication. Moreover, because our device is natively focused, this trans-
ducer eliminates the need for auxiliary focusing devices, such as acoustic mirrors or zone
plates. We have demonstrated that it behaves accurately like a spherically focused piston radia-
tor. We anticipate this device’s high signal amplitude, wide bandwidth, and optimal spatial reso-
lution will significantly improve air-coupled ultrasonic nondestructive evaluation and imaging
applications.
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Abstract: Equal sharpness contours for broadband noise were generated
through matches made between a standard reference noise and comparison
noise stimuli varying in spectral envelope. Based upon the results of the
sharpness matching task, a set of 20 percussive broadband noise stimuli was
constructed and presented to three subjects in a sharpness rating experiment
using white noise as a standard stimulus. Predicting obtained sharpness rat-
ings for these percussive broadband noise stimuli from first and second mo-
ments of the stimulus specific loudness distribution was more successful than
conventional prediction based only upon the weighted first moment.

© 2006 Acoustical Society of America
PACS numbers: 43.66.Lj, 43.75.Gh, 43.75.Tv [DKW]
Date Received: July 22, 2005 Date Accepted: October 31, 2005

1. Introduction

Although the perceived sharpness of steady-state narrow-band noise may be predicted with
good accuracy from the weighted first moment of the associated specific loudness distribution,’
more complex broadband stimuli that vary in their overall spectral envelope are not as well
predicted by the conventional model (see, for example, Ref. 2). In an effort to begin to bridge
the gap between sharpness prediction for synthetic narrow-band noise stimuli and sound stimuli
with more arbitrary spectra, the relationship between stimulus specific loudness distribution
and perceived sharpness was assessed for percussive noise stimuli (with rapidly decaying am-
plitude envelopes) that differed in their overall spectral envelope. It has long been recognized
that variation in overall spectral envelope is the main factor influencing sharpness;3’4 however,
given the simplicity of the sharpness prediction equation presented by Zwicker and Fastl,' this
generally applicable equation does not provide a wholly adequate means for quantitative de-
scription of spectral envelope using parameters relevant to sharpness prediction. The two ex-
periments reported in this paper were executed to provide psychoacoustic data that might aid in
the formulation of a more successful prediction model for the perceived sharpness of broad-
band noise stimuli.

The conventional predictor of apparent sharpness described by Zwicker and Fastl,'
which hereafter will be termed “Zwicker Sharpness,” measures stimulus sharpness using a unit
termed the acum (which means “sharp” in Latin). Zwicker Sharpness (ZS) of a given stimulus
is referenced to the perceived sharpness of a narrow-band noise (one critical-band wide) with a
center frequency of 1 kHz having a level of 60 dB sound pressure level (SPL). The perceived
sharpness of this narrow-band stimulus establishes the 1 acum point on a perceptual scale for
the sharpness of other stimuli. The numerical value S for the ZS is calculated as the weighted

a)Currently associated with Schulich School of Music, McGill University; corresponding author
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first moment of the stimulus specific loudness distribution, a prediction of the auditory response
distributed over critical bands. The equation is formulated as

24 Bark
N'g(z)zdz

0
24 Bark
e
0

§=0.11

acum, (1)

where N’ is a specific loudness for each critical band z on a bark scale and g(z) is a factor that
places extra weight upon high frequencies (above 16 bark).

Though this equation was developed primarily to predlct the perceived sharpness of
narrow-band noise stimuli, it was also used by Zwicker and Fastl' to predict the relative sharp-
ness of a broadband noise, which was found to be roughly twice as sharp as the narrow-band
reference stimulus producing 1 acum. For their spectrally flat broadband noise stimulus, the
calculated numerical value of ZS was nearly double that of the narrow-band noise stimulus, and
this ratio was in close agreement with obtained psychoacoustic results. Since broadband noise
stimuli were under investigation in the current study, a spectrally flat broadband noise was con-
sidered to serve as a better standard stimulus to be compared to other broadband noise stimuli
differing in their overall spectral envelopes. Note that the stimuli that were employed in both
experiments reported here contained significant energy at higher frequencies; therefore the re-
sults may not generalize beyond calculated ZS values ranging roughly between S=1.6 and S

In contrast to previous studies of the perceived sharpness of noise stimuli in which
band-widths were varied by manipulating cutoff frequen01es the spectral envelopes of the
stimuli used in the current study were varied using a pair of shelving filters that could indepen-
dently boost the high- or low-frequency energy contained in each stimulus. The parameters of
these shelving filters were based upon filters used to shape the tone color of audio inputs in
modern music production and reproduction (described in detail in Ref. 2). For example, in
practical terms all commercially available audio equipment, from guitar effect processors to
home theater systems, have at least one control related to sharpness which does not alter the
timbral features that allow different musical instruments to be distinguished. This control alters
an attribute of timbre that related to the long-time-average spectrum, and is more typically
associated with tone coloration. In this investigation of perceived sharpness variations in such
audio processing, the focus is not on developing a comprehensive sharpness model to be used
for predicting sharpness differences between different musical timbres (instruments). Rather,
the investigation of more simple variations for a given instrumental timbre is under examination
here. Although only the first moment of the critical-band distribution of specific loudness is
used in calculating ZS, higher-order statistical moments of the specific loudness distribution
might provide a more adequate characterization of the variation in spectral energy associated
with the high- and low-frequency emphasis provided by the employed shelving filters. So the
primary motivation for the current study was to determine whether any improvement in sharp-
ness prediction could be observed by including in the prediction equation higher-order mo-
ments, such as spectral variance, skewness, and kurtosis. The first statistical moment (which is
spectrally weighted in ZS calculation) is the first moment about the origin, or the mean of the
critical-band distribution, also termed “spectral centroid.” The second moment about the mean,
here termed “spectral variance,” measures dispersion centered at the spectral centroid. Other
studies™® have shown such spectral centroid and spectral variance to predict perceptual at-
tributes of musical timbre using multidimensional scaling (MDS) on a number of musical in-
struments. Spectral skewness is defined as the third standardized moment, measuring asymme-
try of the distribution; and spectral kurtosis is defined as the fourth standardized moment,
measuring peakedness of the distribution with respect to the normal distribution. In the research
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Fig. 1. Left: Small filled circles (dots) plot the filter pole coefficients used to produce sound stimuli that were
employed in the sharpness matching task. The curve shows the log-linear regression line describing coefficients for
the comparison stimuli found to match the standard stimulus in perceived sharpness. Open circles show coefficients
for the five stimuli selected for the perceived sharpness rating experiment. Right: Filter gain for the five low-shelf
and high-shelf filter settings associated with the selected five stimuli. Note that curves shown have been shifted to
show 0 dB gain at 2 kHz for comparison, and differ from the relative spectral levels of the stimuli presented to the
listeners, since prior to presentation, the overall gain of the filter for each stimulus was adjusted to give equal
Zwicker Loudness.

described in this paper, the potential contributions of the four moments of the stimulus specific
loudness distribution were evaluated using stepwise regression analysis, and the result was
compared to predictions of perceived sharpness afforded by ZS.

2. Methods
2.1 Stimulus generation

Percussive noise stimuli were employed in both experiments reported here. They had temporal
amplitude envelopes roughly matching a gunshot followed closely by short but dense reverbera-
tion. A single 600 ms synthesized noise sample was given a 1 ms raised-cosine rise and a
579 ms raised-cosine decay. Two first-order shelving filters were used to control, respectively,
the relative amount of low-frequency and high-frequency content in a large set of otherwise
identical stimuli. For the sharpness matching task described below, a 10 X 10 matrix of stimuli
varying in tone coloration was generated by regularly sampling a two-dimensional control
structure for the pole frequencies of the two shelving filters. For the shelving filters used in the
subsequent sharpness rating task, the values chosen for their pole coefficients were based upon
the results of the sharpness matching task.

The shelving filters used to synthesize the stimuli for the sharpness matching task were
designed as follows. The low-frequency shelving filter had a zero fixed at 5 kHz and pole fre-
quencies that ranged from 1-3.5 kHz in equal steps chosen to emulate critical-band spacing,
along the ERB (equivalent rectangular bandwidth) scale. The zero frequency for the high-
frequency shelving filter was fixed at 6 kHz, and its pole frequencies were uniformly spaced on
the ERB scale ranging from 8—15 kHz. Ten examples of the spectral envelopes resulting from
the combined filters are shown in Fig. 1 (right). The parameter that defined the low-frequency
boost was the “low shelf pole frequency” that labels the ordinate of the graph shown in Fig. 1
(left). Here, lower frequency poles gave less low-frequency boost. In the case of the high-
frequency shelving filter, lower frequency poles gave more high-frequency boost. Referring to
Fig. 1 (right) will aid the reader in understanding the range of spectral envelope variation

J. Acoust. Soc. Am. 119 (2), February 2006 © 2006 Acoustical Society of America  EL9



A. Marui and W. L. Martens: JASA Express Letters [DOI: 10.1121/1.2152294] Published Online 24 January 2006

achieved using these filters, the low-frequency boost reaching a gain extreme of around 8 dB at
dc, and the largest high-frequency boost reaching an asymptotic gain of around 12 dB at the
Nyquist frequency, 22.05 kHz.

Though perceived sharpness does not typically change much with changes in level,'
the experimental stimuli were adjusted to give nearly the same loudness in order to simplify the
listening tasks. This was not done through human loudness matching, but rather was accom-
plished automatically using an iterative procedure relying on a conventional instrumental mea-
sure for loudness, termed here “Zwicker Loudness” (described in detail in the Zwicker and Fastl
text'). Zwicker Loudness is simply the sum of specific loudness over critical bands. The stimuli
were digitally synthesized at an audio sampling rate of 44.1 kHz, and these audio signals were
processed using a filter bank modeled after the human peripheral auditory system. The bank of
filters was designed using modified version of Slaney’s7 Auditory Toolbox routine MAKEERB-
FILTERS. It may be questioned why an ERB-related program was used in calculating specific
loudness, rather than bark. The reason for this choice was that the text by Zwicker and Fastl did
not provide a clear statement regarding the shape of the analysis bands. However, the current
model did employ their stated center frequencies and bandwidths for critical bands that were
given in the text. The shapes that we assumed are those of the popular gammatone filter bank.
The sound level in sone units was calculated using a formula found in Ref. 8: sones
=0.0631(1/1,)*%. For the current study, all stimuli were adjusted to give Zwicker Loudness
values of 4 sone (corresponding to a loudness level of 60 phon). The stimuli were presented to
the subjects over Sennheiser HD-590 headphones which were connected directly to the output
of an SGI O,. Informal evaluation by the experimenters confirmed that the experimental stimuli
were nearly equal in perceived loudness.

2.2 Perceived sharpness matching

A two-alternative forced choice (2AFC) task was employed to track the low-frequency boost
required to match the perceived sharpness of a variable comparison stimulus to that of a fixed-
sharpness standard stimulus. The standard stimulus was a spectrally flat broadband noise pre-
sented in alternation with a comparison broadband noise stimulus that within a given block of
trials had a constant high-frequency boost, but one of ten low-frequency boost levels. The pole
frequencies for the two shelving filters that were factorially combined to generate the 10X 10
matrix of synthesized stimuli are represented by the 100 small dots plotted on the graph shown
in Fig. 1 (left). Within one block of trials tracking the point of subjective equality for sharpness
of the standard and comparison stimuli, holding the high-frequency boost constant limited the
variation to spectral envelopes associated with a single vertical column of dots plotted on this
graph. Three male subjects experienced in such listening experiments completed five sharpness
matches at each of the ten fixed levels of high-frequency boost in a single experimental session.

Because the values chosen for the pole coefficients of the shelving filters used to syn-
thesize the stimuli for the subsequent sharpness rating task were based upon the results of the
sharpness matching task, these results are briefly summarized here. The median values of the
low-frequency boost required to produce a sharpness match were calculated for each of the ten
fixed high-frequency boost settings, and for each of the three subjects. The best fitting log-linear
regression line, calculated from the 30 median low-shelf pole frequency settings, had a slope of
—0.9608 and an intercept of 7.3113. Since the scaling of the axes of the graph shown in Fig. 1
(left) is linear rather than log, the resulting log-linear regression line appears as a curve. The five
open circles that appear in the figure mark the filter parameter values for five of 20 stimuli that
were selected for the sharpness rating task. These five stimuli were chosen to be close to the
log-linear regression line, and represent the median settings for stimuli that were chosen to have
the same sharpness as the spectrally-flat standard stimulus. The zero frequencies for the five
high-frequency shelving filters with fixed pole coefficients ranged from 8.0 to 13.9 kHz. The
pole frequencies for the low-frequency shelving filters that were chosen to produce matching
perceived sharpness ranged from 3.6 to 2.1 kHz for the five stimuli (and the associated spectral
envelopes are shown in the right panel of Fig. 1). Three additional sets of stimuli were generated
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Fig. 2. Left: Open circles show mean sharpness ratings for the 20 stimuli plotted as a function of calculated ZS.
Error bars show ranges of unity standard deviation. Right: The same mean sharpness ratings for the 20 stimuli, but
plotted as a function of the values calculated using the two-term sharpness prediction function. No error bars were
shown for the right figure to allow for a clearer view of the sharpness ratings. The dashed diagonal line in each plot
shows the robust linear fit for each of the two sharpness prediction equations.

using filter parameters derived by multiplying these five by three constants, 0.44, 0.67, and 1.50.
Thus two of the sets were generally darker than the five sharpness-matched stimuli, and one was
generally brighter. This operation produced a set of 20 stimuli that exhibited a range of ZS
values, extending roughly from S=1.6 to §=2.6. The 20 experimental sound stimuli, as well as
the exact frequency values specifying them, can be found online.’

2.3 Perceived sharpness rating

Direct ratings of the perceived sharpness of the 20 experimental stimuli were made by the same
three male listeners who had participated in the sharpness matching experiment. This experi-
ment required the production of sharpness ratings on 15 sets of the 20 stimuli in a single session
of 300 ratings, where 20 stimuli were ordered differently within each set. Listeners rated the
perceived sharpness on a continuous scale using a slider on a graphical user interface (GUT)
developed within the MATLAB programming environment. The GUI developed for this experi-
ment allowed a listener to play each stimulus several times while adjusting the slider before the
setting was recorded via a button press. Listeners completed a practice session of 30 ratings
prior to the experimental session during which time they were instructed to focus upon estab-
lishing a consistent criterion for their sharpness ratings.

3. Results and discussion
3.1 Sharpness matching results

Results of the sharpness matching experiment showed that an increase in high-frequency en-
ergy must be balanced by an increase in low-frequency energy to maintain equal perceived
sharpness. The open circle plotted in the upper left corner of the graph shown in Fig. 2 (left)
provides the extreme example for this conclusion. When the high-frequency shelving filter had
a pole frequency fixed at 8.0 kHz, the median frequency set for the low-frequency shelving
filter that produced matching perceived sharpness was 3.6 kHz. This combination of values
corresponds to the least flat spectral envelope shown in Fig. 2 (right), in which a low-frequency
boost of around 8 dB is required to balance a high-frequency boost of around 12 dB. All ten of
the spectral envelopes shown in that graph produced sharpness percepts that matched that of the
spectrally flat standard stimulus. Note that the ten stimuli producing equal perceived sharpness
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did not yield equal calculated values of ZS. In order to confirm this mismatch between predicted
and reported sharpness, stimuli exhibiting a wider range of ZS values were presented in a sharp-
ness rating task.

3.2 Sharpness rating results

Direct ratings of perceived sharpness were averaged across three subjects and 15 repetitions to
give the 20 mean sharpness ratings plotted in Fig. 2 (left). The abscissa shows the calculated ZS
values, and the sharpness ratings for each of the 20 stimuli were normalized relative to the
maximum extent of the slider used in making responses. It is apparent that the 20 mean ratings
of the sharpness of these stimuli are clustered around four rating magnitudes, and these four
groups of stimuli are distinguished by the multiplication factors applied to the pole frequencies
of the shelving filter producing low frequency boost. Though the high pole frequency increased
from 8.0 to 13.9 kHz within each of the four groups of stimuli, the perceived sharpness of
stimuli within each group was kept relatively constant by concurrently lowering the low shelv-
ing filter pole frequencies. So while ZS values increased with the increasing high frequency
boost, perceived sharpness did not increase accordingly.

Of course, this rating experiment was designed to confirm this mismatch between pre-
dicted and reported sharpness, and the stimuli were specifically selected to reveal this failure of
calculated values of ZS in predicting perceived sharpness of broadband noise. Nonetheless, it is
of real value to determine how this conventional sharpness prediction equation might be modi-
fied to provide a better fit to the obtained data. It was hypothesized that a single additional term
might be added to the prediction equation that would be sensitive to the stimulus parameter that
keeps the predicted sharpness value constant as the first moment, or spectral centroid, of the
stimulus increases. Since in the current experiment the manipulated stimulus parameter was the
spread of the spectral energy, or spectral variance, the most natural choice is to add the second
moment of the specific loudness distribution to the first moment. But in order to determine
whether the second moment about the mean was truly the best additional term to include, the
third and fourth standardized moments, skewness and kurtosis, were also considered, along
with the product of two terms to capture the predictive potential of including in the equation the
interaction between ZS and spectral variance.

3.3 An improved sharpness predictor

In an attempt to quantitatively model the results found here, five potential predictors of reported
sharpness were submitted to stepwise multiple regression analysis, using the obtained 900 rat-
ings of sharpness for 20 stimuli as the dependent variable. The stepwise analysis began with a
model equation using only ZS as the sole predictor, with R?=0.767. The next term added to the
equation was the product of ZS and spectral variance, the inclusion of which caused a signifi-
cant increase in R?. The stimulus spectral variance was calculated as

24 bark ’ 2.
. 2 W )z
7= 24 bark : (2)

Ez=0 Nl

The integral in the denominator represents the total loudness of the sound, and “>” was used
rather than “[” to indicate the finite sum of specific loudness N'.

The stepwise regression allowed for the exclusion of the remaining three predictors,
variance, skewness, and kurtosis, with partial correlation coefficients of 0.185, 0.058, and
0.059, respectively. The partial correlation between reported sharpness and ZS, when control-
ling for the interaction term, was 0.658, whereas the partial correlation between reported sharp-
ness and the interaction term, when controlling for ZS, was —0.418. Both of these are significant
at p<0.001.

The resulting improvement in the prediction of obtained sharpness ratings is apparent
in the right panel of Fig. 2. The abscissa shows predicted sharpness values using the developed
prediction equation. The ordinate plots for each of the 20 experimental stimuli the same mean
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sharpness ratings that were plotted in the figure’s left-panel graph. The goodness of the fit in
these two cases was assessed using the coefficient of determination R? that expresses the pro-
portion of the variance for which the prediction equation can account. Although there is a rela-
tively large amount of error variance observed in the sharpness ratings, each of the two predic-
tors gives a reasonably good fit: R>=0.767 for ZS and R>=0.807 for the two-term sharpness
predictor. However, an examination of the residuals for the ZS regression reveals considerably
more systematic structure that in the case of the two-term predictor. This is a natural conse-
quence of the “tightening up” of the predictions around the mean sharpness ratings for each of
the four groups of stimuli, the grand means for which were 0.14, 0.33, 0.63, and 0.83 (corre-
lated at »=0.98 with the low-pole-frequency multiplication factors of 0.44, 0.67, 1.00, and
1.50).

No attempt was made here to transform the mean sharpness ratings from the observed
domain of “normalized slider position” into the acum units predicted by the ZS equation. Suf-
fice it to say that the grand mean of 900 ratings, which was 0.48, should correspond to the mean
ZS of the 20 experimental stimuli, which was roughly 2.1 acum.

4. Conclusion

Two experiments were executed to observe variation in the perceived sharpness of synthesized
noise stimuli having broadband spectra that were shaped by a combination of two shelving
filters, one providing a low-frequency boost and the other providing a high-frequency boost.
Simultaneously boosting high and low frequencies of these broadband noise stimuli for a sharp-
ness matching task, a set of five stimuli were found that were matched in perceived sharpness,
but were observed to vary relatively widely in measured ZS. In order to determine how good the
ZS prediction might be for a wider range of spectral variation, sharpness ratings were made for
20 selected stimuli varying in predicted ZS from 1.6 to 2.6. By itself, ZS was shown to predict
substantial variation in perceived sharpness of the 20 broadband noise stimuli. However, an
examination of the residuals for the regression of reported sharpness on ZS revealed consider-
able systematic structure. As only a weighted spectral centroid, ZS was insensitive to manipu-
lations in stimulus spectral variance that influenced perceived sharpness. An improved sharp-
ness prediction equation was found via stepwise multiple regression analysis, which added a
second term to the equation, a term that captured the interaction between the weighted first
moment and the second moment of the stimulus specific loudness distribution. This improved
sharpness prediction equation represents an advance that may begin to bridge the gap between
sharpness prediction for synthetic narrow-band noise stimuli and sound stimuli with more ar-
bitrary spectra.
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Abstract: This paper investigates the applicability to sperm whales of the
theory of sound radiating from a piston. The theory is applied to a physical
model and to a series of sperm whale clicks. Results show that wave forms of
off-axis signals can be reproduced by convolving an on-axis signal with the
spatial impulse response of a piston. The angle of a recorded click can be
estimated as the angle producing the spatial impulse response that gives the
best match with the observation when convolved with the on-axis wave form.
It is concluded that piston theory applies to sperm whale sonar click
emission.
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1. Introduction

Odontocete whales use directional clicks for echolocation.' The clicks are generated in the
nasal complex below the blowhole and transmitted via the melon to the water.” In dolphins
where this has been investigated, it has been shown that the directional pattern of the beam can
be modeled to a first approximation if one assumes the sound generator to be a flat circular
piston.3 The question is whether this model can be apzplied to the sperm whale that has a radi-
cally hypertrophied sound-generating nasal complex.

In recordings of free-ranging sperm whales, there is no simple way to determine the
relative orientation of the animal with respect to the hydrophone. The recording aspect to a
piston transducer not only influences the recorded peak amplitude of the transmitted signal
relative to the on-axis signal, but it also affects the wave form in a predictable way.” If the piston
model is in fact applicable to sperm whales, it should be possible to determine the angle to the
acoustic axis of the animal by comparing the observed wave forms in a scan of clicks with
theoretical ones obtained from two parameters, namely the diameter of the piston and the wave
form of the on-axis signal. The observed amplitudes can then be plotted against the estimated
angles and compared with the predictions from the piston model.

To address the applicability of this method, we evaluated the response of an experi-
mental physical piston, namely an electrostatic loudspeaker,” and compared the results to a
sequence of sperm whale clicks (Fig. 1). The speaker is known to behave roughly like a piston,
but has some features in common with the sperm whales, such as the lack of a baffle and pre-
sumably also some effects of the edge being less active than the center. We therefore assume
that if the proposed method performed satisfactorily with the speaker, it would be likely to work
with the sperm whales too.

2. Materials and methods

The theory describing the directionality of a piston transducer is well established. In textbooks,
one finds that the radiation pattern of a circular baffled piston transmitting a given sound can be
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Fig. 1. Example of a scan. Sperm whale clicks from a single animal (48 kHz sampling rate) recorded at Andenes,
Norway (see Ref. 4).

computed by modifying the complex spectrum of the sound by multiplication with a so-called
Jinc function.” This spectral approach is cumbersome to derive and it is demanding to visualize
the physical reasoning behind it. In contrast, it is quite straightforward to grasp the angle-
dependent wave form of a piston transmitting an impulse in the time domain. In agreement with
Harris® (citing Rutgelrs),9 we shall denote this the “spatial impulse response.” The appearance of
any transmitted sound at a given observation angle is found by convolving the angle-dependent
spatial impulse response of the piston with the sound that was observed on axis.

The two approaches, the multiplication of the complex spectrum with a Jinc function
and the convolution in the time domain with the corresponding spatial impulse response, give
exactly the same results. Here, we use the time domain representation, which makes it simpler
to comprehend the geometry of the process.

In the direction perpendicular to the surface of a circular piston, the spatial impulse
response is a theoretical Dirac function, since (per definition) it does not alter the transmitted
sound through convolution. The impulse response obtained at any other angle takes the shape of
a half-ellipse when graphed. To recognize this, one must accept that the pulse projected from
different parts of the piston surface arrives at the receiver with different delays: The first part to
arrive was projected by the closest edge, the last part of the received signal by the edge farthest
away. The delay between these two time instances is (see Fig. 2)

Fig. 2. Geometry of a piston transducer radiating sound as seen at a long distance relative to the diameter of the
surface, illustrating the reasoning behind the spatial impulse response of a circular piston. All points on the surface
radiate as a point source. If the radiated sound is an infinitely short, positive-going pulse, then the duration of the
received sound becomes sin(a)D/c. During this time, the amplitude of the recorded sound is given by the length of
the cross section (dotted lines on the surface of the disk) that projects the pulse at any one moment, leading to the
sound resembling an ellipse when graphed.
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Fig. 3. Convolution and matching method for a sperm whale click. The two clicks in this example are from a scan
other than the one shown in Fig. 1. (a) Thick line is a click judged to be recorded on axis. Thin line is the spatial
impulse response of a piston at 14° (assuming @=0.8 m). (b) Thin line is the convolution of the two wave forms in
(a). Thick line is the observed off-axis click to be matched. Vertical scale is the same as in (a). (c) Correlation values
between the observed click in (b) and spatial impulse responses of a piston at different angles. (d) Spatial impulse
response of a piston (2=0.8 m) in salt water at various angles. Time axis for these spatial impulse responses is the
same as in (a) and (b). The spatial impulse response shown with thick line is the same as the thin line in (a).

T= sin(a)?. (1)

During this time interval, the instantaneous cross section of the piston to transmit the sound is
described as the edge-to-edge distances in a circle, measured perpendicularly to, e.g., its cosine
axis. This is then the sine of the angle corresponding to the cosine value. After normalization,
the resulting expression equals:

4 2t
pla)=— sin(cosl<—>), lt| < T/2, 0 elsewhere. (2)
T T

The factor 4/(7T) ensures that the integral is unity. Examples of such functions for different
angles are given in Fig. 3(d). The expression (2) belongs to the class of functions that converge
on a theoretical Dirac function as the duration goes to zero.

For both the loudspeaker and the sperm whale, p(«,t) was calculated for a series of
closely spaced angles to make up an array of vectors representing different receiving angles.
The on-axis wave form was convolved with each of these spatial impulse responses. Then, to
determine the recording angle, a, of each of the (assumed) off-axis sounds, the best match was
picked from the array of on-axis sounds convolved with the spatial impulse responses, p(a, ).

The physical model experiment was made in air with an electrostatic loudspeaker
(©@=6 cm) projecting clicks with a peak frequency of 40 kHz. The speaker was mounted on a
machinist’s dividing head with an angular Vernier scale. The clicks were recorded with a
0.25 in. B&K microphone (Model 4135) in a series of angles relative to the normal to the
membrane. The distance'” to the microphone was 1 m. At each angle, 256 signals were aver-
aged after sampling with 8-bit resolution at 5 MHz.

The sperm whale click series in Fig. 1 was selected for analysis. It was recorded (16
-bit resolution, 48 kHz sampling rate)6 at Bleijk Djup, Andenes, Norway, July 21, 2000. The
whale was at a range of 1.1 km from the hydrophone and a depth of 0.64 km. The hydrophone
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Fig. 4. Predicted and observed wave forms for an electrostatic speaker and a sperm whale. (a) Normalized click
wave forms predicted and recorded from a electrostatic speaker (=6 cm) transmitting at the angles given above the
upper traces in air. The predictions were made by convolving the wave form recorded at 0° with the relevant piston
spatial impulse response. The correlation values are shown above the “observed” traces, below the angle estimated
by means of the proposed method of searching for the best match between a piston transmitting the on-axis signal at
different angles and the observed signal. (b) Comparison between sperm whale clicks (selected from Fig. 1) and the
best matching results of submitting Click No. 7 in Fig. 1 to the piston model at different angles (with an assumed
diameter of 0.8 m—see Ref. 10). The best matching angle is shown above the correlation values. Numbers below the
“observed” traces indicate the pulse number in Fig. 1.

was at a depth of 30 m. From the interpulse interval of 7.4 ms, it was found'" that the length of
the animal was 16 m and, by inference, a male. Click No. 7 in Fig. 1 was considered to be on
axis or nearly 50.% It is, however, important to recognize that the degree to which a click is on
axis cannot be quantified. It is further assumed that all the other clicks in the series were iden-
tical in wave form and would have had the same amplitude, had they also been recorded on axis.
Since the clicks are not similar, it is conjectured that the whale is scanning with a narrow beam
of sound across the general area where the hydrophone is deployed so that all clicks other than
No. 7 are recorded at various angles off axis. For the theoretical predictions, the radiating aper-
ture was tentatively set to have a cross section'? of 0.8 m. With these assumptions, we searched
for the highest correlation value between the actual observed off-axis clicks and the spatial
impulse response of a piston transmitting the on-axis click [Fig. 4(b)] at 0°-90° angles (see Fig.
3) as described above. A radiation diagram was constructed for the sperm whale by plotting the
peak amplitudes against the angle estimate.

3. Results and discussions

The results of the model experiment are shown in Fig. 4(a). Here, the estimated angles and the
theoretically calculated wave forms are shown in the upper trace, and the known angles and the
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Fig. 5. Predicted and observed radiation patterns. Thick line: Radiation diagram of Click No. 7 in Fig. 1 (template)
in a piston model with @=0.8 m. Circles: Amplitudes of the clicks in Fig. 1 plotted against the angle at which they
match best with Click No. 7 as the template that was submitted to the piston model.

actually observed wave forms are shown below. The correlation between predicted and ob-
served wave forms is generally high, highest for the smallest angles. The accuracy of the angle
estimates was within 2°. This confirms that for a system known to conform to a piston model, it
is possible to predict the wave form as seen off axis, using the on-axis wave form and the
method proposed above. This result serves as an indicator of the way we can expect the sperm
whale clicks to behave if indeed the piston model also applies to the animals. There seems to be
a trend to the slight errors in the estimation of the angle, which may reflect the fact that there is
no baffle and a slightly raised edge on the loudspeaker.

Figure 4(b) shows the observed and predicted wave forms for the sperm whale echolo-
cation clicks of Fig. 1. The correlation values between them are above 0.9 out to 13.5: It there-
fore does appear that the observed sperm whale click wave forms are predictable as a convolu-
tion product between the on-axis click and a piston acoustic profile.

The estimated angles are on the low side in the model experiment. It is likely that this
underestimation of the actual angle of recording in the case of the speaker at angles of 15° and
18° was caused by either imperfections in the behavior of the membrane or some edge effect.
For the same reasons, we might suspect that the angles calculated for the sperm whales using
this method will generally tend to be underestimated above, say, 12°.

Considering these caveats, the radiation diagram in Fig. 5, made by plotting the ob-
served amplitudes of the clicks against the angle estimated with the method described in Fig. 3,
does suggest that the piston model is quite applicable to these sperm whale sonar clicks, at least
at these modest angles. The function in Fig. 5 (solid line) is a radiation diagram constructed
from one on-axis click (Fig. 1, Click No. 7). The points are plotted at the angle of best fit for the
individual click in the scan against its amplitude as obtained from Fig. 1. The degree to which
the amplitude values lie on the predicted radiation diagram is independent of the computation
of angle: If the sound, assumed to be recorded on axis, was in fact not so, the emerging pattern
should not fit the model, and more importantly, if the model is not applicable, the beam pattern
computed in this way will not comply with the prediction. The diameter of the piston does not
influence how well the theoretical curve aligns with the individual amplitude points; changing
the diameter changes the angles of both by an equal amount.

One interesting alternative approach to the angle estimation procedure used here is to
let the loudspeaker project a scaled sperm whale click and look for the angle to the speaker
where the wave form best matches the off-axis sperm whale click, in essence skipping the
theoretical step. For this approach to work, however, one must deconvolve the suitably time-
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compressed sperm whale click by the impulse response of the loudspeaker. In our setup, this
was simply too noisy to be feasible. Several possibilities for future applications arise from the
observation that the piston model seems to explain the field data.

Source levels of odontocete clicks are a much wanted datum for biosonar analysis, yet
difficult to obtain in the field due to directionality and unknown orientation of the animals.
While in theory it should be possible to reverse the processing outlined in Fig. 3 to obtain the
on-axis signal from an off-axis representation, such an approach is confounded by zeroes in the
Fourier transform of the convolution functions. However, an estimate of the on-axis amplitude
may be obtained from an off-axis click by plotting the relevant piston radiation function and
read out the difference in level between the estimated angle and the on-axis direction, and add
this to the received level of the off-axis click.

Another promising prospect lies in collecting a larger number of sounds fulfilling the
on-axis criteria.® It might then be possible to derive set of common characteristics (the generic
sperm whale click) that allows for the determination of the off-axis angle at which any sperm
whale click encountered is most likely to have been observed. With actual measured values of
the angle to a sperm whale, it is possible to calibrate the success of such a general template in
producing the correct angles.

Such future applications require that the diameter of the equivalent piston be deter-
mined, e.g., by recording the same click at several angles, including 0°, simultaneously. The size
of the animal can be determined by applying the Gordon equation " to the interpulse interval of
the clicks in the scan as it was done above. The piston diameter for a sperm whale of a given size
can then be obtained by rearranging Eqgs. (1) and (2)

Other odontocetes may be modeled in a similar way making it possible to estimate the
recording angle from the characteristics of recorded clicks.
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Preliminary Notice: 151st Meeting of the
Society of America

The 151st Meeting of the Acoustical Society of America (ASA) will be
held Monday through Friday, 5-9 June 2006 at the Rhode Island Convention
Center, Providence, Rhode Island. The Westin Providence, which is con-
nected to the convention center, is the headquarters hotel. Room blocks have
been reserved at The Westin Providence and an overflow hotel.

Information about the meeting also appears on the ASA Home Page at
(http://asa.aip.org/meetings.html).

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 5-9 June. The
special sessions described below will be organized by the ASA Technical
Committees.

Special Sessions
Acoustical Oceanography (AO)

Exploitation of sound by marine mammals

(Joint with Animal Bioacoustics)

Marine mammals are sophisticated users of sound, both self-generated and
the surrounding ambient. This session features research that shows examples
of this behavior.

Ultralow and low-frequency marine seismo-acoustics

(Joint with Engineering Acoustics)

Focus on acoustic sensing of natural seismic phenomena such as tsunamis,
earthquakes, and ocean storm events

Animal Bioacoustics (AB)

Acoustic interactions in animal groups

Behaviors and physiological mechanisms associated with the challenges and
advantages of acoustic signal transmission and reception in animal groups
Effects of anthropogenic sounds on fishes

(Joint with Acoustical Oceanography and Underwater Acoustics)

Overview of issues and findings with regard to the effects of anthropogenic
sound on fish and fisheries

Is hearing all cochlear?

Examine evidence for a conserved near-field otolithic acoustic sense in am-
niotes including humans

Mechanisms of biosonar

(Joint with Signal Processing in Acoustics and Engineering Acoustics)
How biosonar works from the perspective of field observations, laboratory
experiments, and signal processing

Architectural Acoustics (AA)

Acoustics of libraries

Theory and practice of acoustical design in libraries and media centers,
including study areas as well as more specialized spaces (e.g., music and
film collections, multimedia rooms, etc.)

Acoustics of multifamily housing

(Joint with Noise)

Room acoustics, noise and litigation issues dealing with multifamily hous-
ing

Composed spaces

(Joint with Musical Acoustics and Engineering Acoustics)
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Surround sound compositions in which space (real or created) is part of the
art

Composed spaces loudspeaker concert

(Joint with Musical Acoustics and Engineering Acoustics)

Experience works by invited composers in a continuous concert in a dedi-
cated room open to all ASA attendees

Microperforated acoustical absorbing materials

(Joint with Noise, Physical Acoustics, and Engineering Acoustics)

Theory, manufacture, and applications of microperforated acoustical absorb-
ing materials

Spaces of worship—Another quarter century of experience (1984—present)
Poster session for spaces of worship

Special session in honor of John Kopec

Session in memory of John Kopec

Surround sound essentials

A unique opportunity to take advantage of a high-quality loudspeaker instal-
lation to investigate (and possibly give direction to) various parameters that
are important in the design of “surround sound” studios and listening rooms

Biomedical Ultrasound/Bioresponse to Vibration (BB)

Brown tadpoles and red herrings: Boiling inertial cavitation and nonlinearity
in high-intensity focused ultrasound lesion formation

A forum to focus on the debate on the relative importance of nonlinearity in
high-intensity focused ultrasound lesion formation

Celebration session for Edwin Carstensen

Will relate to and honor the work of Dr. Edwin L. Carstensen

Memorial session for Frederic Lizzi

Honoring the career and life of Frederic L. Lizzi

Sensing and imaging using light and sound

(Joint with Physical Acoustics and Signal Processing in Acoustics)
Devoted to sensing and imaging using various combinations of optical and
acoustical energy

Targeted contrast agents

Will focus on the use of agents that target specific sites in the body and are
activated by ultrasound to produce therapeutic effect

Education in Acoustics (ED)

Hands-on experiments for high school students

Twenty stations will be staffed by scientists and graduate students for high
school students’ hands-on experience

Medical education

Courses and programs for students and professionals in the health services
Undergraduate research poster session

Undergraduate students will present their research in poster format and will
be available during the session to explain their work

Engineering Acoustics (EA)

Joe Blue memorial session part 1: Transduction, linear and nonlinear
(Joint with Physical Acoustics)

Will cover physical acoustics theory, transducers, materials, calibration, Un-
derwater Sound Reference Division standards and their application

Musical Acoustics (MU)

Human-computer interfaces

(Joint with Engineering Acoustics and Signal Processing in Acoustics)
Design of input devices and control displays for electronic and computer
music applications
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Scaling of musical instrument families

Application of physical laws to aid creation of families of like instruments
that cover different pitch ranges

Finite element and finite difference methods in musical acoustics

(Joint with Structural Acoustics and Vibration)

Analysis and simulation of musical instruments using finite element or finite
difference methods

Noise (NS)

Audio-visual design in soundscapes

(Joint with Architectural Acoustics)

Audio-visual soundscape theory, measurement, and design practice, includ-
ing field testing demonstrations

Essential acoustical curriculum for noise control techniques for engineers,
industrial hygienists, and architects

(Joint with Education in Acoustics, Engineering Acoustics, and Architectural
Acoustics)

Will examine what elements of noise control can be integrated into curricu-
lum targeted to the engineer, industrial hygiene, and architecture students
Fifty years of speech privacy

(Joint with Architectural Acoustics and Speech Communication)
Celebrating the contributors to understanding and use of speech privacy
methods

Heating, ventilating, and air-conditioning noise control

(Joint with Architectural Acoustics)

Theory, advances, and case studies

New loudness standard

(Joint with ASA Committee on Standards and Psychological and Physiologi-
cal Acoustics)

Focused around a new (to be approved) ANSI loudness standard

Physical Acoustics (PA)

Acoustic microscopy at the nanoscale

Focused on acoustic methods in the broadest sense, including modeling and
experiments, for characterization of materials with submicron length scales
Celebration of the work of Brown University

Era of R. B. Lindsay, R. T. Beyer, P. J. Westervelt, A. O. Williams, and
others along with a new era in the Physics Department

Psychological and Physiological Acoustics (PP)

Characterizing auditory attention

Will summarize research teasing apart how the listener, the experimenter,
and the stimuli guide how the auditory scene is processed

Individual susceptibility to noise-induced hearing loss

(Joint with ASA Committee on Standards and Noise)

Will cover aspects of noise-induced hearing loss, factors affecting suscepti-
bility, and the current status of treatment of noise-induced hearing loss

Signal Processing in Acoustics (SP)

Adjoint modeling in acoustics

(Joint with Underwater Acoustics and Acoustical Oceanography)

Adjoint methods are used for data assimilation, model tuning, and sensitiv-
ity analysis in many fields. Brings together research in areas related to
adjoint modeling, such as inverse scattering, shape reconstruction, optimal
design, diffraction tomography, and ocean acoustic tomography

Auditory processing of sonar signals

(Joint with Underwater Acoustics and Psychological and Physiological
Acoustics)

Various methods associated with human hearing can be applied to sonar
signals. Papers in models of auditory perception, auditory effects of oceanic
processes, and sonar signal processing are solicited

Optimum and robust signal processing in uncertain and random environ-
ments

(Joint with Underwater Acoustics)

New developments in signal processing are presented to perform various
tasks in inhomogeneous and/or time-varying environments
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Processing of acoustic vector sensors

(Joint with Underwater Acoustics and Engineering Acoustics)

Realized benefits of vector sensors in conjunction with pressure sensors that
enable measurements of intensity include reduced aperture requirements,
better spatial performance, etc. Modeling and measurements of sound inten-
sity and signal processing that exploit properties of noise are presented
Signal processing: Diverse problems—similar solutions

Solutions developed for one physical regime are applied to another

Topics in seismic signal processing

Signal processing of various seismic signals is discussed

Speech Communication (SC)

Enhancement and multiplicity of cues in speech
Perceptual cues in speech and relationship between enhancement and mul-
tiplicity of cues

Structural Acoustics and Vibration (SA)

Ultrasonic waveguides for structural monitoring
The use of ultrasonic waveguides in structures to explore properties of struc-
tures

Underwater Acoustics (UW)

High-frequency acoustic propagation and applications

The impacts of ocean processes on high-frequency underwater acoustic
propagation and their application to tomography and acoustic communica-
tions

High-frequency ambient noise

(Joint with Acoustical Oceanography)

Measurements and modeling comparisons of ambient noise with emphasis
on mid-to-high frequencies and anisotropy

Joe Blue memorial session part 2: Shallow water and marine animal acous-
tics

(Joint with Acoustical Oceanography and Animal Bioacoustics)

Will cover propagation, marine animal acoustics, noise, and masking
Scattering of sound at the sea surface

Will focus on quantifying the interaction of sound waves with a time-
varying sea surface on all scales of roughness. Contributions involving mod-
eling and/or measurements (field or laboratory) are encouraged

Other Technical Events
Exhibit

The meeting will be highlighted by an exhibit which will feature dis-
plays with instruments, materials, and services for the acoustical and vibra-
tion community. The exhibit, which will be conveniently located near the
registration area and meeting rooms, will open at the Rhode Island Conven-
tion Center with a reception on Monday evening, 5 June, and will close
Wednesday, 7 June. Morning and afternoon refreshments will be available in
the exhibit area.

The exhibit will include computer-based instrumentation, sound level
meters, sound intensity systems, signal processing systems, devices for
noise control, sound prediction software, acoustical materials, passive and
active noise control systems, and other exhibits on vibrations and acoustics.
For further information, please contact: Robert Finnegan, American Inst. of
Physics, Suite INO1, 2 Huntington Quadrangle, Melville, NY 11747; (516)
576-2433; rfinneg @aip.org

Technical Tour

A tour of the acoustic test facilities at the Naval Undersea Warfare
Center (NUWC) in Newport, Rhode Island will be conducted on Monday, 5
June 2006. These facilities include: acoustic tank, pressure tank, antenna test
chamber, and anechoic chamber. Lunch will be served in the Officer’s Club
immediately following the technical tour. The bus will leave the Rhode
Island Convention Center at 9:00 a.m. and return at approximately 3:00 p.m.
The Technical Tour fee is $35.00. To register please e-mail
asaprov06 @cox.net. A NUWC visitor request form will be forwarded to you
and MUST be on file prior to the tour. Deadline for registration is 1 March
2006.



Distinguished Lecture

A Distinguished Lecture will be presented by Nikolai Andreevich Du-
brovsky, Director of the N. N. Andreyev Acoustics Institute, Russian Acad-
emy of Science and President of the Russian Acoustical Society.

Hot Topics Session

A “Hot Topics” session sponsored by the Tutorials Committee is
scheduled covering the fields of Acoustical Oceanography, Education in
Acoustics, and Underwater Acoustics.

Student Design Competition

The Technical Committee on Architectural Acoustics of the Acoustical
Society of America and the National Council of Acoustical Consultants are
sponsoring a Student Design Competition to be displayed and professionally
judged at the Providence meeting. The 2006 competition involves the design
of a City Municipal Building, including a Council Chambers and Court-
room. Individual students or teams of a maximum of three may submit
entries. Graduate and undergraduate entries are welcome. Attendance at the
Providence meeting is not required for entry or award in the competition.
Submissions will be poster presentations that demonstrate room acoustics,
noise control, and acoustic isolation techniques in building planning and
room design.

An award of $1,250 US will be made to the submitter(s) of the entry
judged “First Honors.” Four awards of $700 US each will be made to sub-
mitters of entries judged “Commendation.”

Registration deadline is 3 April 2006. Full details about registration,
the competition, and the design scenario are available at
(www.newmanfund.org) or can be requested by contacting Norm Phillip;
(206) 224.3676; normp @yantis.com

Gallery of Acoustics

The Technical Committee on Signal Processing in Acoustics will spon-
sor the eighth Gallery of Acoustics at the Providence meeting. The objective
of the Gallery is to enhance ASA meetings by providing a setting for re-
searchers to display their work to all meeting attendees in a forum empha-
sizing the diversity, interdisciplinary, and artistic nature of acoustics.

The Gallery will consist of a multimedia collection of images, videos,
audio clips, and narrations, of images and/or sounds generated by acoustic
processes or resulting from signal and image processing of acoustic data.
Images and videos can consist of actual visualizations of acoustic processes,
or of aesthetically and technically interesting images resulting from various
signal and image processing techniques and data visualization. Audio clips
and segments should also have both aesthetic and technical appeal.

Entries must be submitted electronically, either by e-mail attachment,
CD, or DVD. A panel of referees will judge entries on the basis of aesthetic/
artistic appeal, ability to convey and exchange information, and originality.
A cash prize of $350 will be awarded to the winning entry. The top three
entries will be posted on the Gallery web site: www.sao.nrc.ca/ims/asa_sp/
Gallery.html

Further details including submission formats, instructions, and dead-
lines can be found in the printed call for papers or online at (http:/
asa.aip.org/providence/providence.html).

Grant Writing Workshop

The Student Council is pleased to announce a workshop on grant writ-
ing for student and postdoctoral members of the ASA to be offered during
the Providence meeting. The workshop will focus on the mechanics of grant
writing for members of all technical committees. The specific topics that
will be covered will include: white papers and letter proposals; full propos-
als; essential components; budget writing; common mistakes; what review-
ers look for; rejected? what next? Examples of pre/post-revision funded
proposals will be made available on the Student Council website. These
proposals will be discussed during the workshop. The duration of the work-
shop is 1.5 hours. Look for specific time/date information on the website for
students (http://www.acosoc.org/student/), in the student E-zine, the Student
Guide, and on the Student Council bulletin board at the meeting.
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Online Meeting Papers Website

The ASA has replaced its traditional at-meeting “Paper Copying Ser-
vice” with an online site which can be found at (http:/scitation.aip.org/
asameetingpapers/). Authors of papers to be presented at meetings will be
able to post their full papers or presentation materials for others who are
interested in obtaining detailed information about meeting presentations.
The online site will be open for author submissions in April. Submission
procedures and password information will be mailed to authors with the
acceptance notices.

Those interested in obtaining copies of submitted papers for this meet-
ing may access the service at any time. No password is needed.

Meeting Program

An advance meeting program summary will be published in the April
issue of JASA and a complete meeting program will be mailed as Part 2 of
the May issue. Abstracts will be available on the ASA Home Page (http:/
asa.aip.org) in April.

Tutorial Lecture

A tutorial presentation on The 2004 Sumatra earthquake and tsunami:
Multidisciplinary lessons from an oceanic monster will be given by Emile
A. Okal of Northwestern University on Monday, 5 June at 7:00 p.m.

Lecture notes will be available at the meeting in limited supply. Those
who register by 15 May are guaranteed receipt of a set of notes.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15 for registration received by 8 May and $25 thereafter, includ-
ing on-site registration at the meeting. The fee for students with current ID
cards is $7 for registration received by 8 May and $12 thereafter, including
on-site registration at the meeting. Use the registration form in the printed
call for papers or register online at ¢http://asa.aip.org).

Short Course on Underwater Acoustic Communications

Underwater acoustic telemetry is the art of transmitting information
between distant points in the ocean, rivers, or lakes. Some applications
require only small transmission rates, such as the command and control
systems for ocean equipment in the offshore industry and acoustic releases
for oceanographic moorings.

The objective of this course is to provide a basic understanding of
underwater acoustic telemetry in deep and shallow water. A review of un-
derwater sound propagation in deep and shallow water, and modeling of
underwater acoustic communication systems, will be provided. State-of-the-
art developments in equipment, signal processing, and networking tech-
niques will be presented. Examples and experimental results will be pre-
sented throughout the course.

The instructor is Pierre-Philippe Beaujean, Assistant Professor in the
Department of Ocean Engineering at Florida Atlantic University. Dr.
Beaujean leads the Acoustic Communications and Navigation Research
Laboratory within the Center for Acoustics and Vibrations at Florida Atlan-
tic University.

The course will be held on Sunday, 4 June 2006, 1:00 p.m. to 6:00
p.m. and Monday, 5 June 2006, 8:30 a.m. to 12:30 p.m.

The registration fee is $250 and covers attendance, instructional mate-
rials, and coffee breaks. The number of attendees will be limited so please
register early to avoid disappointment. Only those who have registered by
15 May will be guaranteed receipt of instructional materials. There will be a
$50 discount for registration made prior to 8 May. Full refunds will be made
for cancellations prior to 8 May. Any cancellation after 8 May will be
charged a $25 processing fee. Use the registration form in the printed call
for papers to register or register online at (http://asa.aip.org).

Special Meeting Features
Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
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depends on the number of requests received. To apply for a subsidy, submit
a proposal (e-mail preferred) to be received by 8 May to: Jolene Ehl, ASA,
Suite INOI, 2 Huntington Quadrangle, Melville, NY 11747-4502, Tel: 516-
576-2359, Fax: 516-576-2377, e-mail: jehl@aip.org The proposal should
include your status as a student; whether you have submitted an abstract;
whether you are a member of ASA; method of travel; if traveling by auto,
whether you will travel alone or with other students; names of those travel-
ing with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics is sponsoring a Young Inves-
tigator Travel Grant to help with travel costs associated with presenting a
paper at the Providence meeting. This award is designed for young profes-
sionals who have completed the doctorate in the past five years (not cur-
rently enrolled as a student), who plan to present a paper at the Providence
meeting. Each award will be of the order of $300. It is anticipated that the
Committee will grant a maximum of three awards. Applicants should submit
a request for support, a copy of the abstract they have submitted for the
meeting, and a current resume/vita which provides information on their
involvement in the field of acoustics and to the ASA to: Dr. Donna L. Neff,
Boys Town National Research Hospital, 555 North 30th Street, Omaha NE
68131; Tel.: 402-452-5069; Fax: 402-452-5027; e-mail: neff@boystown.org
Deadline for receipt of applications is 28 April.

Students Meet Members for Lunch

The ASA Education Committee provides a way for a student to meet
one-on-one with a member of the Acoustical Society over lunch. The pur-
pose is to make it easier for students to meet and interact with members at
ASA meetings. Each lunch pairing is arranged separately. Students who
wish to participate should contact David Blackstock, University of Texas at
Austin, by e-mail (dtb@mail.utexas.edu) or telephone 512-343-8248 (alter-
native number 512-471-3145). Please give Dr. Blackstock your name, uni-
versity, department, degree you are seeking (BS, MS, or PhD), research
field, acoustical interests, and days you are free for lunch. The sign-up
deadline is ten days before the start of the meeting, but an earlier sign-up is
strongly encouraged. Each participant pays for his/her own meal.

Plenary Session, Awards Ceremony, Fellows Luncheon, and Social
Events

Buffet socials with cash bar will be held on Tuesday and Thursday
evenings at the Rhode Island Convention Center.

The ASA Plenary session will be held on Wednesday afternoon, 7 June
at the Rhode Island Convention Center, where Society awards will be pre-
sented and recognition of newly elected Fellows will be announced.

A Fellows’ Luncheon will be held on Thursday, 8 June at 12:00 noon.
This luncheon is open to all attendees and their guests (you need not be a
Fellow to attend). To purchase tickets, use the registration form in the
printed call for papers or the online form at (http://asa.aip.org).

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Wednesday, 7 June.
Those who wish to attend this luncheon must register using the form in the
printed call for papers or online at (http://asa.aip.org). The fee is $15 (stu-
dents $5) for preregistration by 8 May and $20 (students $5) thereafter,
including on-site registration at the meeting.

Special Event

There will be an open exhibit of China Blue’s work on Thursday, 8
June 2006 from 4:00 p.m. to 6:00 p.m. China Blue is an internationally
known sound artist from New York. She is interested in how sound defines
and articulates a space. Her work uses samples of acoustic events from
day-to-day life as a way of examining and teaching about sonic flow and
energy. Her spatialized recording techniques are based on the psychophysics
underlying both auditory and visual localization. For additional information
please contact Andrea Simmons, andrea_simmons@brown.edu
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Transportation and Hotel Accommodations

Air Transportation

Providence is served by T. F. Green Airport (Airport Code PVD). Only
ten minutes from downtown Providence, T. F. Green Airport was recently
named one of the “Top Five Alternative Airports” in the country by Forbes
magazine, and received a Reader’s Choice recommendation from Condé
Naste Traveler. Just off Exit 13 on Interstate Route 95, T. F. Green Airport is
accessible to Boston, Cape Cod, and Southeastern New England, and is fast
becoming a popular alternative to Boston’s Logan Airport. T. F. Green Air-
port offers more than 160 direct flights via major carriers such as American,
Continental, Delta, Northwest, Southwest, Spirit, United, US Air, and many
others. For flight information visit, (www.pvd-ri.com); for other information
of interest visit (www.ProvidenceNightandDay.com).

Ground Transportation

Transportation from the T. F. Green Airport to The Westin Providence
and the overflow hotel:

Information. The Information Booth, located in the baggage claim
area, serves many needs of the traveler to T. F. Green Airport, including
Courtesy Paging, Parking, and Directions to locations in the local area. The
staff can also provide general information on what is at T. F. Green, such as
ATMs, telephones, etc. The information booth is staffed from 6:00 a.m. to
11:00 p.m.

Rail Service. Providence is located on Amtrak’s Northeast Corridor
between Washington DC/New York City and Boston. High-speed Acela Ex-
press train service transports passengers form New York City to Providence
in about two and a half hours. The Massachusetts Bay Transit Authority
(MBTA) runs low-cost commuter trains to Providence from Boston and
other points in Massachusetts. Amtrak’s Providence railway station is within
walking distance of The Westin Providence, The Rhode Island Convention
Center, and the overflow hotel. Amtrak’s contact information: 1-800-USA-
RAIL or visit (www.amtrak.com).

Major car rental companies. Nearly every major car rental company
is represented at T. F. Green. Rental car counters are located adjacent to the
baggage claim area. You may also access a particular company online using
T. F. Green Airport’s ground transportation link (www.pvd-ri.com/
ground_transport/car_rentals.htm).

Parking at The Westin Providence. The hotel self-parking rate is
$20 per day; valet parking rate is also $20 per day.

Parking at the overflow hotel. The hotel self-parking rate is
$19 per day; no valet service. Airport Limousine Shuttle Service, shared-
ride, door-to-door service. The shuttle departs T. F. Green Airport every hour
on the hour. It arrives at the overflow hotel at 15 minutes past every hour
and at The Westin Providence at 17 minutes past every hour. The fee for this
service is $9 per person each way. Please note: After 7:00 p.m. reservations
for the shuttle are required from the city only. Baggage fee: Everyone is
allowed 2 pieces of baggage. Anything in excess of the 2 pieces incurs a $2
fee per bag. Airport Limousine Shuttle runs daily from 5:00 a.m. to 11:00
p.m. Phone 401-737-2868 or visit: (www.airporttaxiri.com).

Taxicabs and limousines. Taxis are available outside the terminal at T.
F. Green Airport. Providence is approximately 10 minutes from the airport,
with fares averaging $35 one way. All cab fares are metered. Please phone
401-737-2868 or Toll-Free 1-888-737-7006 for more information.

Driving information. Located at the intersection of I-95 and I-195,
Providence is 50 miles from Boston (about a one-hour car ride) and
185 miles from New York City (about three hours by car).

Hotel Reservation Information

Registration, technical sessions, and socials will be held at The Rhode
Island Convention Center. Administrative meetings will be held at the head-
quarters hotel, The Westin Providence, which is connected to the convention
center. Blocks of sleeping rooms are available at The Westin Providence and
an overflow hotel. Early reservations are strongly recommended. Please
make your reservations directly with the hotel and ask for one of the rooms
being held for the Acoustical Society of America (ASA). The reservation
cutoff date for the special discounted ASA rates is 3 May 2006; after this
date, the conference rates will no longer be available.



The Westin Providence, which is the headquarters hotel, is located in
the heart of downtown and is connected to The Rhode Island Convention
Center and The Providence Place Mall.

The hotel features a fully equipped health club, indoor heated swim-
ming pool, sauna, jacuzzi, as well as a full service business center. For more
details visit (www.westin.com/providence).

Please make your reservation directly with The Westin Providence.
When making your reservation, you must mention the Acoustical Society of
America to obtain the special ASA meeting rates.

The Westin Providence

One West Exchange Street

Providence, RI 02903

Tel.: 401-598-8000; Toll-Free: 1-800-368-7764
Fax: 401-598-8200

Online: www.starwoodmeeting.com./StarGroups Web/res?id
=0511083475&key=B87A0
Rates:

Single/Double: $164 plus tax
Reservation cutoff date: 3 May 2006

OVERFLOW HOTEL

THE COURTYARD PROVIDENCE DOWNTOWN
The Courtyard Providence Downtown

32 Exchange Terrace at Memorial Blvd.
Providence, RI 02903

Tel.: 401-272-1191; Toll-Free: 1-888-887-7955

Fax: 401-272-1416

Online: www.marriott.com/property/propertypage/PVDDT
king bed, code-ACSACSA

two queen beds, code-ACSACSB

Rates:

Single/Double $149 plus tax

Reservation cutoff date: 3 May 2006

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, smoker or nonsmoker preference, by 8 May to the Acoustical Soci-
ety of America, preferably by e-mail: asa@aip.org or by postal mail to
Acoustical Society of America, Attn.: Room Sharing, Suite INOI1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502. The responsibility for com-
pleting any arrangements for room sharing rests solely with the participating
individuals.

Weather

June is one of the most beautiful months in Rhode Island, when spring
is just giving way to summer. Let the enjoyable warm temperatures start
your day and light summer breezes follow you into evening. Although June
is typically quite comfortable, sunscreen and a hat are suggested when en-
joying outdoor activities. Rhode Island’s famous beaches are open for the
season and located just a short distance from Providence. For those who
prefer an air-conditioned environment, The Providence Place Mall is con-
nected by walkway to The Westin Providence. Average high temperature in
June is 77 degrees F, with average lows around 58 degrees F. Average pre-
cipitation is 3.38 inches. For additional information on Rhode Island
weather, visit: (iwin.nws.noaa.gov/iwin/ri/ri.html).

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device is requested to advise the Society in advance of the
meeting: Acoustical Society of America, Suite INO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502, asa@aip.org

Accompanying Persons Program

Spouses and other visitors are welcome at the Providence meeting. The
registration fee for accompanying persons is $50 for preregistration by 8
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May and $75 thereafter, including on-site registration at the meeting. A
hospitality room for accompanying persons will be open in The Westin
Providence’s Blackstone Room from 8:00 a.m. to 5:00 p.m. each day
throughout the meeting, where information about activities in and around
Providence will be provided.

Rhode Island’s small size is a big advantage for you. The state is a
convenient 37 miles wide by 48 miles long, which means that legendary
mansions, scenic beaches, and fascinating historical sites are all with min-
utes of Providence. Other popular destinations like Cape Cod and Mystic
Seaport are less than an hour away. We are also within easy traveling dis-
tance of several major northeast cities: Boston—50 miles, New York City—
180 miles, Montreal—under 350 miles. Providence is so close to every-
thing, you’ll be able to pack a lot of fun into a short amount of time. Make
sure to visit each of Rhode Island’s wonderful regions:

Blackstone Valley—Explore fascinating places like Slater Mill, birth-
place of the Industrial Revolution. Tour the Blackstone Valley National
Heritage Corridor. Browse the Valley’s dozens of Factory Outlets. Catch
some great baseball action with the Pawtucket Red Sox, Boston’s Triple A
farm team. Or, get the true small-town New England experience at the
Brown and Hopkins General Store. It’s the most enjoyable history lesson
you’ll ever have. Visit (www.tourblackstone.com).

Block Island—Block Island, an 11-square-mile seaside resort located
12 miles off the Rhode Island coast, has been heralded as “One of the Last
Twelve Great Places in the Western Hemisphere.” Its rolling green hills and
dramatic bluffs are reminiscent of Ireland, while its beautifully restored
Victorian hotels and inns preserve the elegance of a bygone era. Accessible
by ferry and by air, Block Island should be part of your Rhode Island
experience. Visit (www.blockislandinfo.com).

East Bay—The region, which is comprised of the towns of Barrington,
Bristol, East Providence, and Warren, is steeped in British and Colonial
heritage. Located in beautiful Bristol is Blithewold Mansion and Gardens, a
waterfront estate which is home to thousands of flowers. Enjoy a bay cruise
or some antiquing on Water Street in Warren. Museums like Coggeshall
Farm and the Herreshoff Marine Museum provide a look at Rhode Island’s
agricultural and nautical past. Visit (www.eastbayritourism.com).

Newport—You’ll find the summer “cottages” of some of the world’s
wealthiest people here in the City-by-the-Sea. These world-renowned
Gilded Age mansions on famous Bellevue Avenue line Newport’s rugged
coastline. Home of America’s Cup yacht racing and the Newport Jazz Fes-
tival, this remarkable city has gained international fame amongst pleasure-
seeking travelers. Visit (www.gonewport.com).

Providence—The city is acclaimed for its preservation of the past and
its advancements toward the future. A true Renaissance City. Places like
Benefit Street’s “Mile of History” on the East Side to festive Federal Hill,
Rhode Island’s own “Little Italy,” feature historical and cultural attractions.
The Providence Place Mall, one of the largest shopping destinations in the
country, is a Downcity favorite. Providence is home to Barnaby Evans’
award-winning river sculpture, WaterFire. Rhode Island’s capital is also en-
dowed with exceptional arts and entertainment, famed museums, world-
class restaurants, and a nightlife that continues to grow.

Visit (www.goprovidence.com).

Warwick—As Rhode Island’s retail shopping mecca, the City of War-
wick attracts hundreds of thousands of eager spenders every year. Hundreds
of specialty shops and discount stores, plus two malls housing major depart-
ment stores, famous retail shops, and one-of-a-kind boutiques line the city’s
stretch of Route 2, a four-lane thoroughfare which has become known as
Rhode Island’s “Miracle Mile of Shopping.”

Visit (www.visitwarwickri.com).

South County—Come relax on miles of unspoiled beaches. Sunning,
swimming, golfing, fishing, and whale watching are just a few of the many
seaside activities to be enjoyed. Charming New England towns and historic
sites like the South County Museum, Gilbert Stuart’s Birthplace, and the
Indian Cultural Center provide stimulating glimpses of the past. Watch the
trawlers come and go from the breakwater in the working fishing village of
Point Judith, town of Narragansett. Visit (www.southcountyri.com).
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Registration Information

The registration desk at the meeting will open on Monday, 5 June, at
the Rhode Island Convention Center. To register use the form on page 17 or
register online at (http://asa.aip.org). If your registration is not received at
the ASA headquarters by 15 May you must register on-site.

Registration fees are as follows:

Preregistration Registration

by after
Category 8 May 8 May
Acoustical Society Members $350 $425
Acoustical Society Members One-Day $175 $215
Nonmembers $400 $475
Nonmembers One-Day $200 $240
Nonmember Invited Speakers One-Day Only Fee waived Fee waived
Nonmember Invited Speakers $110 $110
(Includes one-year ASA membership upon
completion of an ASA application)
ASA Student Members Fee waived Fee waived
(with current ID cards)
Nonmember Students $40 $50
(with current ID cards)
Emeritus members of ASA $50 $75
(Emeritus status preapproved by ASA)
Accompanying Persons $50 $75

(Spouses and other registrants who
will not participate in the technical sessions)

Nonmembers who simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year (2006) of membership. Invited speakers who
are members of the Acoustical Society of America are expected to pay the
registration fee, but nonmember invited speakers may register for one day
only without charge. A nonmember invited speaker who pays the full-week
registration fee will be given one free year of membership upon completion
of an ASA application form.

Note: A $25 fee will be charged to those who wish to cancel their
registration after 8 May.

Online Registration

Online registration is now available at (http://asa.aip.org).

Members of the Local Committee for the Meeting

General Chair: James H. Miller; Technical Program Chair: James F.
Lynch; Food Service/Social Events/Meeting Administrator: Gail Paolino;
Audio-Visual: Peter M. Scheifele; Accompanying Persons Program/Cultural
Attaché: James A. Simmons and Andrea M. Simmons; Signs/Publicity: John
R. Buck; Technical Tour: David Moretti; Meeting Room Coordinator: Gopu
R. Potty

Errata

Volume 118(4), 2092 (2005): The article titled “Minority Fellowship
Awarded to Bobby E. Gibbs” incorrectly states that Mr. Gibbs has been
awarded an M.M. degree from Bowling Green State University.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006

31st Annual Conference, National Hearing Conservation
Association, Tampa, FL [NHCA, 7995 E. Prentice Ave.,
Suite 100 East, Greenwood Village, CO 80111-2710; Tel:
303-224-9022; Fax: 303-770-1614; E-mail:

nhcei@ gwami.com; WWW: www.hearingconservation-
.org].

16-18 Feb.
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6-9 June 151st Meeting of the Acoustical Society of America,
Providence, RI [Acoustical Society of America, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:

asa@aip.org; WWW: http://asa.aip.org].

17-21 INTERSPEECH 2006 (ICSLP 2006), Pittsburgh, PA
Sept. [www.interspeech2006.0rg (http:/
www.interspeech2006.0rg/)]

28 Nov.—2 152nd Meeting of the Acoustical Society of America

Dec. joint with the Acoustical Society of Japan, Honolulu, HI
[Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502; Tel.: 516-
576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org]. Deadline for receipt of ab-
stracts: 30 June 2006.

2007

153rd Meeting of the Acoustical Society of America,
Salt Lake City, UT [Acoustical Society of America, Suite
INOI1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org].

27 Nov.-2 154th Meeting of the Acoustical Society of America,

Dec. New Orleans, LA (note Tuesday through Saturday)
[Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502; Tel.: 516-
576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org].

4-8 June

2008
28 July-1 9th International Congress on Noise as a Public Health
Aug. Problem (Quintennial meeting of ICBEN, the Interna-

tional Commission on Biological Effects of Noise). Fox-
woods Resort, Mashantucket, CT [Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton CT 06340-
1609, Tel. 860-572-0680; Web: www.icben.org. E-mail
icben2008 @att.net].

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 3644, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 3644, 1964-1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound).

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and



indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper- bound); Nonmembers $90 (clothbound).

bound); Nonmembers $30 (clothbound). _ _ Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject
Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and and indexed by author and inventor. Pp. 616, Price: ASA members $50;

indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper- Nonmembers $90 (paperbound).
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an asterisk are new or updated listings.

March 2006
14-16

20-23

April 2006
34

24-27

May 2006
25

5-7

10-12

15-19

16-19

June 2006
12-15

17-19

26-28

26-29

July 2006
3-7

17-20

J. Acoust. Soc. Am. 119 (2), February 2006

Spring Meeting of the Acoustical Society of Japan,
Tokyo, Japan (Acoustical Society of Japan,

Nakaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku,
Tokyo 101-0021, Japan; Fax: +81 3 5256 1022;
Web: www.asj.gr.jp/index-en.html).

Meeting of the German Acoustical Society

(DAGA 2006), Braunschweig, Germany
(Web: www.daga2006.de).

“Futures in Acoustics, Southampton, UK
(Web: www.ioa.org.uk).

French Congress on Acoustics, Tours, France
(Web: cfa06.med.univ-tours.fr).

International Conference on
Speech Prosody 2006, Dresden, Germany
(Web: www.ias.et.tu-dresden.de/sp2006).

Sixth International Conference on
Auditorium Acoustics, Copenhagen,
Denmark (e-mail: t.j.cox @salford.ac.uk;
Web: www.ioa.org.uk/viewupcoming.asp).

“Meeting of the Italian Acoustical
Association, Ischia (NA), Italy
(Web: www.associazioneitalianadiacustica.it).

IEEE International Conference on
Acoustics, Speech, and Signal Processing,
Toulouse, France (Web: icassp2006.org).

“IEEE Conference Oceans’06 Asia

Pacific, Singapore

(Web: www.oceansO6asiapacific.sg).

17th Session of the Russian Acoustical
Society, Moscow, Russia (Web: www.akin.ru).

6th European Conference on Noise
Control (EURONOISE2006), Tampere,
Finland (Fax: +358 9 7206 4711;

Web: www.euronoise2006.0rg).

8th European Conference on Underwater Acoustics,
Carvoeiro, Portugal (Web: www.ecua2006.0rg).

9th International Conference on Recent Advances in
Structural Dynamics, Southampton, UK
(Web: www.isvr.soton.ac.uk/sd2006/index.htm).

9th Western Pacific Acoustics Conference
(WESPAC 9), Seoul, Korea (Web: wespac9.org).

11th International Conference on Speech
and Computer, St. Petersburg, Russia
(Web: www.specom.nw.ru).

13th International Congress on Sound

and Vibration (ICSV13), Vienna, Austria

(Web: info.tuwienac.at/icsv13).

International Symposium for the Advancement of
Boundary Layer Remote Sensing (ISARS13),
Garmisch-Partenkirchen, Germany

(Fax: +49 8821 73 573; Web: imk-ifu.fzk.de/isars).

17-19

September 2006

13-15

18-20

18-20

18-20

October 2006
25-28

November 2006
2-3

20-22

April 2007
10-12

July 2007
9-12

August 2007
26-29

27-31

September 2007

2-7

June 2008
29-4
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9th International Conference on Recent Advances
in Structural Dynamics, Southampton, UK
(Web: www.isvr.soton.ac.uk/sd2006/index.htm).

Autumn Meeting of the Acoustical

Society of Japan, Kanazawa, Japan

(Acoustical Society of Japan, Nakaura 5th-Bldg.,
2-18-20 Sotokanda, Chiyoda-ku,

Tokyo 101-0021, Japan; Fax: +81 3 5256 1022;
Web: www.asj.gr.jp/index-en.html).

Sixth International Symposium

on Active Noise and Vibration Control
(ACTIVE2006), Adelaide, Australia
(Web: www.active2006.com).

International Conference on Noise

and Vibration Engineering (ISMA2006),
Leuven, Belgium (Fax: 32 16 32 29 87;
Web: www.isma-isaac.be).

“12th International Conference on Low Frequency
Noise and Vibration and its Control, Bristol, UK
(Web: www.lowfrequency2006.org).

Fifth Iberoamerican Congress on Acoustics,
Santiago, Chile (Web: www.fia2006.cl).

“Swiss Acoustical Society Fall Meeting,
Luzern, Switzerland (Web: www.sga-ssa.ch).

1st Joint Australian and New Zealand Acoustical
Societies Conference, Christchurch, New Zealand
(Web: www.acoustics.org.nz).

“4th International Conference on Bio-Acoustics,
Loughboro, UK (Web: www.ioa.org.uk).

14th International Congress on Sound
and Vibration (ICSV14), Cairns, Australia
(e-mail: n.kessissoglou@unsw.edu.au).

inter-noise 2007, Istanbul, Turkey
(Web: www.internoise2007.org.tr).

“Interspeech 2007, Antwerp, Belgium
(Web: www.interspeech2007.0rg).

19th International Congress on Acoustics
(ICA2007), Madrid, Spain (SEA, Serrano 144,
28006 Madrid, Spain; Web: www.ica2007madrid.org).

ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain (SEA, Serano 144,
28006 Madrid, Spain; Web: www.isma2007.org).

“ICA Satellite Symposium on Room Acoustics
(ISRA2007), Sevilla, Spain (Web: www.isra2007.org).

Forum Acusticum: Joint Meeting

of European Acoustical Association (EAA),
Acoustical Society of America (ASA),

and Acoustical Society of France (SFA),
Paris, France (Web: www.sfa.asso.fr;

e-mail: phillipe.blanc-benon@ec-lyon.fr).
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July 2008

28-1 9th International Congress on Noise
as a Public Health Problem,
Mashantucket, Pequot Tribal Nation
(ICBEN 9, P.O. Box 1609, Groton CT 06340-1609,
USA: Web: www.icben.org).

August 2010

23-27 20th International Congress on Acoustics

(ICA2010), Sydney, Australia
(Web: www.acoustics.asn.au).

Preliminary Announcement
October 2006

3-6 IEEE Ultrasonics Symposium, Vancouver,
BC, Canada (TBA).

Workshop on High Intensity Acoustic Waves
in Modern Technological and Medical
Applications

The First Joint Workshop of the Russian Acoustical Society (RAS) and
the French Acoustical Society (SFA) on High Intensity Acoustic Waves in
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Modern Technological and Medical Applications was held in Moscow, Rus-
sia, on November 14 and 15, 2005. It was organized as a special session of
the XVI Meeting of the Russian Acoustical Society.

The main goals of the workshop were to bring together the experts in
the application of high intensity acoustic waves from France and Russia, to
present the results of successful collaboration between the teams of the two
countries, to initiate new contacts, and to expand the interactions between
the two Societies. This workshop achieved these goals, providing wonderful
opportunities for information exchange as well as for the development of
long-term collaborations.

The workshop was held at Moscow State Mining University (MSU).
The total number of participants was around 50. Twenty papers were pre-
sented, eleven by speakers from France and nine by speakers from Russia.
The talks were grouped as follows: (1) nonlinear effects in therapeutic ap-
plications of ultrasound, (2) medical diagnostics, (3) nonlinear waves in
inhomogeneous media, (4) nondestructive testing, and (5) thermoacoustics.
The Proceedings and a detailed report of the workshop, as well as the En-
glish version of the Proceedings of the RAS Meeting are available online at
http://ras.akin.ru

The workshop was organized by Philippe Blanc-Benson, SFA Presi-
dent; Vera A. Khokhlova, and Oleg A. Sapozhnikov, MSU. The Acoustical
Society of America (ASA) and The International Commission for Acoustics
(ICA) were two of the six sponsoring organizations.

(This report was prepared by Lawrence Crum
[lac@apl.washington.edu], based on a report submitted to ICA and ASA by
Vera A. Khokhlova [vera@acs366.phys.msu.ru].)

Acoustical News—International



REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068

JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052

SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228

MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261

DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344

DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, University of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,934,218

43.30.Sf SOUNDING DEVICE FOR SHOWING ITS
LOCATION ON A FISH DETECTOR

Hwang-Hsing Chen, Fort Worth, Texas
23 August 2005 (Class 367/2); filed 29 January 2004

A device is described to aid a fisherman in placing the bait close to a
fish or a school of fish. It comprises a receiving unit that responds to a sonar
signal generated by a conventional fish finder, a wave-producing unit that
reradiates a signal at the frequency of the incident sonar signal, a control
unit to regulate which of these units is functioning at any given time, and a
power supply unit. Presumably by placing this device near the bait so that
one knows the position of the bait, it can then be moved to the position of a
true fish echo.—WT

6,930,437
43.35.Ns FILM BULK ACOUSTIC RESONATOR

Tadashi Nakatani et al., assignors to Fujitsu Limited
16 August 2005 (Class 310/324); filed in Japan 17 July 2001

A method of fabricating film bulk acoustic resonators is described that
utilizes undercutting to acoustically isolate a resonant structure from its
surroundings. One section through the device, shown in the figure, pretty
much says it all. Electrodes 13 and 15 support a piezoelectric AIN layer that
generates the vibrations. The conductors extend beyond the cavity 19 out of
the plane of the diagram to provide contact and the cavity provides the
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acoustic isolation necessary for a high-Q resonator. The conductors 13 and
15 are 100 nm thick and the AIN layer is 500 nm thick, allowing operation
in the 4-GHz frequency range. Undercutting is facilitated by making the
cavity in a sacrificial layer of magnesium oxide, not in the silicon substrate
11. This, the authors argue, allows the device to be more robust than similar
devices using undercutting in silicon. Little information on the electroacous-
tic design is given.—JAH

6,933,807

43.35.Ns ACOUSTIC REFLECTOR FOR A BAW
RESONATOR PROVIDING SPECIFIED REFLECTION
OF BOTH SHEAR WAVES AND LONGITUDINAL
WAVES

Stephan Marksteiner et al., assignors to Infineon Technologies AG
23 August 2005 (Class 333/187); filed in Germany 7 November
2002

This patent describes the use of stacks of materials having different
impedances to make a perfectly reflecting barrier that isolates a bulk acous-
tic wave resonator from the substrate it is mounted on. It is hard to perceive
anything new here, though the patent claims a receded transmissivity for
longitudinal and shear waves, with beneficial results for longitudinal reso-
nators. Nothing here seems very new—this is all based on matrix equations
that have a few parameters that can be optimized on a computer of 1960s
vintage.—JAH
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6,933,808

43.35.Ns MICROELECTROMECHANICAL
APPARATUS AND METHODS FOR SURFACE
ACOUSTIC WAVE SWITCHING

Qing Ma and Dong S. Shim, both of San Jose, California
23 August 2005 (Class 333/193); filed 17 July 2002

This patent describes a switchable Bragg reflector array that can be
used to steer surface acoustic waves into a “beam stop” absorber under
electrical command. The principle is quite simple: Reflector array 166 is
lowered under electrostatic command and deflects lateral acoustic beam 210

Ve 100

18

117

into a stop by “‘electromagnetic communication.” The effect is one of shut-
ting off the beam, but can be used to deflect it into another circuit. The
particulars are unclear, but the concepts are pretty straightforward. Will it
work?—JAH

6,936,837
43.35.Ns FILM BULK ACOUSTIC RESONATOR

Tetsuo Yamada et al., assignors to UBE Industries, Limited
30 August 2005 (Class 257/2); filed in Japan 11 May 2001

The authors describe a method for fabricating a thin-film resonator.
This is your basic configuration of a vertically oriented plane-wave

SR S 11
5 16 17

) )

*20
resonator. The focus of this patent is on how to improve manufacturability
of the FBAR as shown, and most of the improvements are in the materials
science area.—JAH

12

6,940,211

43.35.Ns ELECTROACTIVE POLYMERS
TRANSDUCERS AND ACTUATORS

Ronald E. Pelrine et al., assignors to SRI International
6 September 2005 (Class 310/330); filed 29 June 2004

This patent describes various methods for improving the response of a
piezoelectric film by prestraining or deforming it. The styles of deformation
range from pleats to cylinders to flextensional types, and all have been
reviewed before. Incredibly, what seems to be the authors’ intent is to claim
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priority for all forms of prestressed polymer films. They are actually pre-
senting a library of old ideas in polymer form.—JAH

6,930,819

43.35.Sx MINIATURIZED EXTERNAL CAVITY
LASER (ECL) IMPLEMENTED WITH ACOUSTIC
OPTICAL TUNABLE FILTER

Raymond R. Chu and Wilson T. C. Wong, assignors to Acceeze,
Incorporated
16 August 2005 (Class 359/310); filed 3 May 2003

The patent relates to a new variety of external cavity laser, imple-
mented with an acousto-optic tunable filter, to achieve high-speed, broad-
range tuning with reduced channel hopping, while providing long-term re-
liable operations in severe environments. It is also the object of this device
to provide a tunable laser with no moving parts for fiber networks, high
power output, narrow laser linewidth, and high submillisecond range.—
DRR

6,941,058

43.35.Sx DRIVING DEVICE FOR HANDICRAFT
WITH ACOUSTO-OPTIC CONTROL AND DRIVEN BY
BATTERIES

Song-Po Shih, Shenzhen, China
6 September 2005 (Class 385/147); filed 14 August 2003

This is a battery-powered device with acousto-optic control for driving

a handicraft object in order to provide motion effects. A base unit contains a
motor, loudspeaker, electronics, switch, and battery compartment. A cam
device attached to the motor via a speed-reducing gear train engages a strip
having gear teeth on each side. The strip slides in a groove, causing two
22
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small pipes to rotate. As these pipes rotate, the light from small red-, green-,
and blue-colored lamps underneath the top plate is cut off and on intermit-
tently, producing a variety of lighting effects. Various moving displays may
also be attached to the pipes. A control circuit in the base includes a shut-off
timer, a sound detector circuit, and a light detector circuit.—DRR

6,931,173

43.35.Zc MEMS OPTICAL SWITCHES WITH
GUARANTEED SWITCHING STATUS

Xinzhong Wang et al., assignors to Alliance Fiber Optic Products,
Incorporated
16 August 2005 (Class 385/18); filed 14 August 2003

Problem: Optical mirror switch elements sometimes get stuck, causing
loss of data in the optical transmission path. Solution: Introduce an electrical
contact into the mirror assembly that can be checked for continuity follow-
ing a switching command. This confusing patent describes a system for
feedback control of actuators in the optical switching arena. The text con-
tains a lot of discussion of microprocessor control and ac versus dc imped-
ance measurements, but there is no diagram to show what it is on the
structure that is being measured, nor any analysis of the response time of
such feedback and how it relates to the switching times needed for data
transmission.—JAH

6,933,930

43.35.Zc ACCURATE INTERACTIVE ACOUSTIC
PLATE

Fabrice Devige, Vanves and Jean-Pierre Nikolovski, Paris, both of
France
23 August 2005 (Class 345/173); filed in France 29 June 2000

This patent describes a system for calculating the position of an impact
on a piece of laminated or plate glass based upon the inputs from four
piezoelectric disks situated on the corners of a rectangular plate. The method
used is to time the arrivals of the symmetric-mode Lamb waves in the glass
at all four transducers. There is some band limiting and peak detection
processing after that, then a set of equations are solved for the x and y
coordinates as a function of the time delays between pulse arrivals at the
transducers located at the extremes of the x and y axes. The accuracy of the
method is stated as 1 cm per 10 m, which is impressive, but this may be
accomplished only by using the sound velocity as a fitting parameter.—JAH

6,931,140

43.38.Ar ELECTRO-ACOUSTIC TRANSDUCER
WITH TWO DIAPHRAGMS

Aart Zeger Van Halteren and Leif Johannsen, assignors to
Sonionkirk A/S

16 August 2005 (Class 381/182); filed in Denmark 11 September
2001

The patent describes the mechanical and magnetic characteristics of a
dual diaphragm transducer constructed within a rectangular envelope. As the
abstract states: “When used as a microphone the transducer is substantially
insensitive to vibrations, and when used as a speaker the transducer
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generates only very low vibration levels.” The rectangular shape has some
size advantages over conventional annular designs, and the device can also
be used as a vibration generator for a silent alarm in cell phone
applications.—JME

6,936,524

43.38.Ar ULTRATHIN FORM FACTOR MEMS
MICROPHONES AND MICROSPEAKERS

Xu Zhu and Raymond A. Ciferno, assignors to Akustica,
Incorporated
30 August 2005 (Class 438/459); filed 5 November 2003

This patent describes specific advances in micro-electro-mechanical
systems (MEMS) aspects of microphone design and construction. Although

ICP RIE, RIE or XeF; etch

the patent discusses no direct acoustical phenomena, the scope of develop-
ments in this technology may be of general interest to many acousticians.
The figure shows the complexity of what can be achieved—IME

6,937,735

43.38.Ar MICROPHONE FOR A LISTENING DEVICE
HAVING A REDUCED HUMIDITY COEFFICIENT

Dion I. de Roo et al., assignors to SonionMicrotronic Néderland
B.V.
30 August 2005 (Class 381/174); filed 1 August 2002

The patent describes the construction of miniature microphones for
hearing aid use in which the adverse effects of humidity on microphone
sensitivity are reduced by minimizing the hygroscopic coefficient of
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expansion in the microphone’s backplate. Two bonded materials with differ-
ent expansion coefficients are used to form the backplate, resulting in a
reduction of expansion.—JME

6,937,736

43.38.Ar ACOUSTIC SENSOR USING CURVED
PIEZOELECTRIC FILM

Minoru Toda, assignor to Measurement Specialties, Incorporated
30 August 2005 (Class 381/190); filed 5 August 2002

The patent discusses performance of contact acoustic sensors used in
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Sy\\\ N
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30 120 50 110

medical diagnostics. Improvements in reducing both acoustical and electri-
cal noise are described. —JME

6,940,370

43.38.Ar MEMS RESONATOR AND METHOD OF
MAKING SAME

Brian L. Bircumshaw et al., assignors to The Regents of the
University of California
6 September 2005 (Class 333/197); filed 6 May 2002

An interesting mechanical resonator is described that takes the form of
resonant mass 12 moving in a width/length contracting-plate mode. There is
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detailed discussion of an electrostatically based actuation arrangement and a
fairly basic acoustic mode analysis of what is excited. The whole assembly
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is only microns across and resonates in the GHz frequency range.—JAH

6,934,439
43.38.Bs PIANO MEMS MICROMIRROR

Mohiuddin Mala et al., assignors to JDS Uniphase Incorporated
23 August 2005 (Class 385/18); filed 27 May 2003

This patent describes an interesting simplification of a 2-D gimbal
pivot for use in MEMS-optical splitters and combiners. It functions by uti-
lizing accordion springs as the pivots as shown in the figure. Accordion
pleats 33 are machined from silicon in a strictly vertical etch process to

21

31
2 \‘

22

allow mirrors 21, 22, 23 to be independently steered in two dimensions. The
authors assert that this design also allows very close packing of mirrors.
This is a well written and informative patent for those interested in electro-
static manipulators.—JAH

6,912,290

43.38.Ja SPEAKER UNIT FOR LOW FREQUENCY
REPRODUCTION

Erik Thorsell et al., assignors to Alpine Electronics, Incorporated
28 June 2005 (Class 381/338); filed 16 November 2000

If the resonant frequency of the port assembly 12 and 14 is below the
lowest frequency of interest and the resonant frequency of the loudspeaker
11 is above the highest frequency of interest, a ported enclosure results that

11

is said to exhibit “reduced distortion and the orientation of a sound image of
the lower side frequency is augmented.” The patent is readable and inter-
esting although it confines the discussion of the performance to the phase
and magnitude of the impedance.—NAS

Reviews of Acoustical Patents 684



6,913,110
43.38.Ja LIGHTWEIGHT SPEAKER ENCLOSURE

Ross Ritto, assignor to Southern California Sound Image
5 July 2005 (Class 181/199); filed 5 August 2003

Composite loudspeaker enclosures became quite the rage in the late
1990s. The benefits of a stiff, light-weight enclosure are obvious to anyone
who has lifted tour or other high-output loudspeaker enclosures made with
conventional construction materials, such as plywood. The patent describes
a better way to manufacture these composite enclosures and baffles than
those described in some of the inventor’s previous patents in this field. The

10
method described, vacuum bagging using a female mold, is used for many
products, such as large sailboat hulls. This method is said to, and does, offer
faster, and therefore a more cost efficient, means for manufacturing com-
posite loudspeaker enclosures. The inventor is a partner in a large tour sound
company.—NAS

6,929,091

43.38.Ja PLANAR DIAPHRAGM LOUDSPEAKER
AND RELATED METHODS

Alejandro Bertagni et al., assignors to Sound Advance Systems,
Incorporated
16 August 2005 (Class 181/150); filed 27 October 2003

Long before the current interest in bending-wave loudspeakers, flat
panel speakers were produced by several companies. The Bertagni name is
one associated with successful commercial designs. This latest patent

9

12

1" 10
describes an improved assembly that can replace a standard lay-in ceiling
tile. The goal is to mimic the appearance of adjacent tiles without compro-
mising performance. Known techniques are combined in various ways to
generate several embodiments.—GLA
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6,931,143

43.38.Ja THIN ENCLOSURE
ELECTROACOUSTICAL TRANSDUCING

Gerald F. Caron et al., assignors to Bose Corporation
16 August 2005 (Class 381/337); filed 30 July 2002

This is a speaker system intended mainly for use in teleconferencing
and can take the form of a desk pad. In a finished version, speakers 96 and
97 are enclosed behind a kind of dashboard. Front radiation is conducted
through one or more channels concealed within the thickness of the pad and
emerges around the perimeter of the pad. The idea is “to provide equal total

direct acoustic path lengths from an electroacoustical transducer to a prede-
termined point in space,” thus concentrating sound at the ears of the user.
(Well, it actually provides equal paths at any point along a given axis.) The
idea is interesting and unusual, but at least two of the embodiments, as
described in the very broad patent claims, are known prior art.—GLA

6,934,402

43.38.Ja PLANAR-MAGNETIC SPEAKERS WITH
SECONDARY MAGNETIC STRUCTURE

James J. Croft III and David Graebener, assignors to American
Technology Corporation
23 August 2005 (Class 381/412); filed 25 January 2002

A well-known form of planar loudspeaker utilizes a ribbon coil affixed
to the diaphragm, operating in a squished-out magnetic field generated by
opposing sets of magnets as shown (prior art). By making use of today’s

15 15

10 P M S 4y o X

15 pRriOR ART 8 14
high-energy magnets it might be possible to simplify this arrangement. For

example, the upper three magnets might be replaced by a single high-energy
magnet. This and more than two dozen other variants are described.—GLA

6,937,740

43.38.Ja MONOPOLE LOW FREQUENCY TEST
WOOFER

David Alan Dage, assignor to Visteon Global Technologies,
Incorporated
30 August 2005 (Class 381/389); filed 11 April 2001

Of necessity, automotive sound systems mount loudspeakers in dash-
boards, door panels, and trunk lids. These all function as leaky baffles hav-
ing undefined acoustical characteristics. As a result, it is difficult to design
an optimum loudspeaker for such an application. This patent suggests that a
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small, closed-box speaker of known performance can be temporarily in-
stalled as a test jig for comparative measurements. The idea is certainly
valid. Whether it qualifies as nonobvious is another matter. In this case, the
patent claims require the test box to include a recessed rear connector panel
26 and an inductor 18 in series with the woofer—GLA

6,940,990

43.38.Ja MULTI-CHANNEL AUDIO CENTER
SPEAKER DEVICE

Wan-Fang Huang, Chang Hua City, Taiwan, Province of China
6 September 2005 (Class 381/335); filed 14 July 2003

What you see here is an all-in-one L-C-R speaker system including a
subwoofer. The novel feature is an additional backward-firing center speaker
1

13
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32. The invention is said to “reduce or eliminate the impact of the sound
being acted directly on the audience to prevent uneasiness and broaden the
range of the multi-channel audio sound.”—GLA

6,932,187

43.38.Kb PROTECTIVE ACOUSTIC COVER
ASSEMBLY

Chad A. Banter and Bradley E. Reis, assignors to Gore Enterprise
Holdings, Incorporated
23 August 2005 (Class 181/149); filed 14 October 2003

A cover that protects a microphone, loudspeaker, or other electronic
acoustic transducer from moisture or oil is made from perforated metal foil
whose surface is treated to make it hydrophobic or oleophobic, or both. The
cover assembly described in this patent has an average maximum pore size
of less than 150 wum. It has an average specific acoustic resistance of less
than 11 MKS Rayls and an average specific acoustic reactance magnitude of
less than about 1 MKS Rayl in the 250- to 300-Hz range, as well as an
instantaneous water entry pressure value greater than about 11 cm.—EEU

6,914,990

43.38.Lc VOLUME ADJUSTING APPARATUS,
METHOD AND COMPUTER PROGRAM PRODUCT

Ryoji Abe, assignor to Matsushita Electric Industrial Company,
Limited

5 July 2005 (Class 381/104); filed in Japan 30 March 2001

This long and obtuse patent (written in the best patentese) apparently

describes a better way of adjusting multiple channels of audio. The better
4
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way is the addition of volume envelope flags 6 and flag search means 7 to
prior art timer means 4, volume envelope generating means 5, and volume
setting means 3.—NAS

6,931,142
43.38.Si INSERT EARPHONE

Isao Fushimi, assignor to Star Micronics Company, Limited
16 August 2005 (Class 381/325); filed in Japan 31 October 2001

In this insert earphone, inner flange 14B provides a comfortable air
seal while outer flange 14C supports the weight of the device. The patent’s
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one independent claim specifies parabolic contours for both flanges, which
would seem to allow plenty of leeway for competitive designs.—GLA

6,934,401

43.38.Si CLOSED HEADPHONES WITH
TRANSDUCER SYSTEM

Axel Grell and Kornelia Kaddig, assignors to Sennheiser
electronics GmbH & Company KG
23 August 2005 (Class 381/371); filed in Germany 24 August 2001

Contemporary closed headphones are deliberately designed with com-
plicated air leaks to achieve optimum response during normal operation. A
goal of this patent is to “simplify the damping of the fundamental resonance

of transducer systems, to improve quality and to save costs.” A key factor is
to make the rear volume so small that the acoustic load on the rear of the
diaphragm is controlled largely by leakage resistance in the frequency range
of interest—GLA

6,937,718

43.38.Si METHOD AND APPARATUS FOR
PERSONALIZED CONFERENCE AND HANDS-FREE
TELEPHONY USING AUDIO BEAMING

Alexander Martin Scholte, assignor to Avaya Technology
Corporation
30 August 2005 (Class 379/388.02); filed 4 September 2002

Parametric loudspeakers utilize nonlinear air transmission of ultrasonic
waves to produce highly directional audible sound. Obvious applications
include museum exhibits, theme park rides, point of sale exhibits, and au-
tomatic teller machines. This patent adds hands-free telephony to the list.—
GLA
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6,917,915

43.38.Vk MEMORY SHARING SCHEME IN AUDIO
POST-PROCESSING

Robert Weixiu Du and Chinping Q. Yang, assignors to Sony
Corporation
12 July 2005 (Class 704/228); filed 30 May 2001

A means is described of managing and sharing common memory for
audio processes that access the data stored therein. The purpose is to
£
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optimize the use of system resources which can reduce the cost and com-
plexity of the memory and its management.—NAS

6,934,394

43.38.Vk UNIVERSAL FOUR-CHANNEL SURROUND
SOUND SPEAKER SYSTEM FOR MULTIMEDIA
COMPUTER AUDIO SUB-SYSTEMS

Jeffrey S. Anderson, assignor to Logitech Europe S.A.
23 August 2005 (Class 381/19); filed 29 February 2000

Suppose that your desktop computer setup has surround sound (four-
channel) capability, including four identical loudspeakers. How does it
handle a stereo (two-channel) program source? This patent teaches that an
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all-purpose matrix circuit generates confused imaging in this situation. An
improved method is described which supports matrixed surround sound pro-
gram sources, but further includes a symmetric application of left and right
components to the rear speakers.—GLA

6,934,395

43.38.Vk SURROUND SOUND FIELD
REPRODUCTION SYSTEM AND SURROUND
SOUND FIELD REPRODUCTION METHOD

Akitaka Ito, assignor to Sony Corporation
23 August 2005 (Class 381/23); filed in Japan 15 May 2001

The patent describes a playback arrangement in which the individual
signals in a three-dimensional surround sound recording can be indepen-
dently panned, or assigned, to specific positions in a conventional five-
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loudspeaker home surround array. The ostensible purpose is to allow the
user to “fine tune” the localization of individual channels to match a variety
of program input conditions.—JME
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6,929,451

43.40.Tm COOLED ROTOR BLADE WITH
VIBRATION DAMPING DEVICE

Shawn J. Gregg and Dominic J. Mongillo, Jr., assignors to United
Technologies Corporation
16 August 2005 (Class 416/96 R); filed 19 December 2003

This rotor blade is provided with several essentially radial passages
along which cooling gas flows before it is expelled along one of the blade
edges. A thin rod is inserted in one of these passages, which has a series of
protrusions on its inner surfaces. Friction between the rod and these protru-
sions, and/or rattling of the rod against these, contributes to the blade’s
damping.—EEU

6,935,206

43.40.Tm VIBRATION CONTROL BY CONFINEMENT
OF VIBRATION ENERGY

Daryoush Alleai, assignor to Quality Research, Development &
Consulting, Incorporated
30 August 2005 (Class 74/574); filed 17 October 2003

This patent is, in essence, an extension of the similarly titled United
States Patent 6,871,565 [reviewed in J. Acoust. Soc. Am. 118(3 pt 1), 1254
(2005)]. Vibrations are kept out of selected regions of a structure by means
that block the transmission of vibrations from directly excited areas to these
regions. Various passive and active blocking means for one-dimensional
structures (beams and shafts) are delineated and applications to two-
dimensional structures (plates and shells) are described—EEU

6,935,603
43.40.Tm VIBRATION ISOLATION TABLE

Masakuni Kainuma et al., assignors to Fujikura Rubber Limited
30 August 2005 (Class 248/562); filed in Japan 28 November 2002

This air-bellows isolator achieves improved isolation of horizontal vi-
brations by use of a base-pivoted rod 23. The payload (typically, a sensitive
instrument) rests atop a platform 27, which is rigidly connected to the afore-
mentioned rod. Vertical isolation is provided by a pressurized air volume S
that is confined by elastomeric bellows 7 and by top and bottom plates. The
cylindrical housing 15, in which the base-pivoted rod 23 is free to move
through a small angle, is rigidly connected to the top plate 13, but is free to
4
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move vertically relative to the bottom plate 9. A pneumatic seal 19 is pro-
vided between the housing and the bottom plate. The structure 5 (which has
air vents 5a) supports the assembly and enables use of a relatively long
base-pivoted rod. Horizontal isolation at small excursions results from piv-
oting of the rod; horizontal isolation at excursions greater than A, at which
the rod contacts the top of the cylindrical housing, is obtained by deforma-
tion of the bellows. This patent is related to patent no. 6,877,711, a review of
which appeared in J. Acoust. Soc. Am. 118(3 pt 1), 1253 (2005).—EEU

6,935,459

43.50.Gf RESONATING DEVICE FOR A PNEUMATIC
SURGICAL INSTRUMENT

Tim Austin and Steve Reasoner, assignors to Stryker Instruments
30 August 2005 (Class 181/230); filed 25 February 2003

A resonating system is provided for attenuating sound waves generated
by pneumatic surgical instruments. Based on the principle of the Helmholtz
resonator, the system includes a manifold, at least one canister, and a neck.
The manifold has a duct for accommodating a flow of fluid from a surgical
instrument. Multiple canisters extend from the manifold to attenuate sound

44

waves produced by the instrument. A neck extends into each canister and is
in fluidic communication with the duct and the canister. The canisters are
attached to and extend from the manifold in series, attenuating the sound
waves in order from the highest frequency to the lowest frequency.—DRR
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6,928,856

43.58.Vb APPARATUS AND METHODS FOR
INTERFACING ACOUSTIC TESTING APPARATUS
WITH ACOUSTIC PROBES AND SYSTEMS

James M. Gessert et al., assignors to Sonora Medical Systems,
Incorporated
16 August 2005 (Class 73/1.82); filed 5 November 2004

The patent text begins by describing how ultrasonic transducer arrays
(acoustic probes) are used in medical imaging, and suggests the need for a
reliable test method to verify the operation of individual transducers. The
proposed method sequentially transmits an electrical test signal to each
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Through Switch Matrix in Multiplex Select Next Channel
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1628 1852

Convert Electrical Transmission Signal C Amp of Recelved
to Acoustic Transmislon Signal Signals
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transducer, then measures the amplitude of the return signal or analyzes it in
some other way. As just described, the process seems obvious. However, the
patent claims require that the test signal be created and routed through a
narrowly defined arrangement of adapter channels, switch-matrix channels,
and relay elements.—GLA

6,935,965

43.58.Wc GOLF CLUB DEVICE AND APPARATUS
FOR TEACHING GOLF SWING RHYTHM
AND TEMPO

Craig Neil DeVarney, Essex Junction, Vermont
30 August 2005 (Class 473/224); filed 19 April 2004

The duffers are at it again. This time the idea is to include the ubiqui-
tous sound chip inside the club and play a sound at the beginning of the

S -
RO

1

swing. This might possibly help aspects of timing but issues of stance and
posture and ball contact are not touched by this invention. What would Jack
Nicklaus think?—MK
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6,934,364

43.60.Bf HANDSET IDENTIFIER USING SUPPORT
VECTOR MACHINES

Purdy PinPin Ho, assignor to Hewlett-Packard Development
Company, L.P.
23 August 2005 (Class 379/21); filed 28 February 2002

General signal classification using support vector machines (SVMs) is
employed here to classify the signal source transmitter, or “handset,” from
which a speech signal originates. The number of SVMs required matches the
number of possible handsets, since each SVM typically yields a binary
decision over a multidimensional feature space. It is suggested that the usual
mel-frequency cepstral vectors can be used here, together with commer-
cially available SVM training software. The general idea of using multiple
SVMs for multiple signals seems to be the true object of the patent.—SAF

6,914,988
43.60.Dh AUDIO REPRODUCING DEVICE

Roy Irwan and Erik Larsen, assignors to Koninklijke Philips
Electronics N.V.

5 July 2005 (Class 381/22); filed in the European Patent Office 6
September 2001

This short patent with one figure describes a means of processing
multichannel audio data to enhance the speech portion of the signal in the
center and surround channels of a multichannel stream. The technique uses
the nonlinear discriminator described in “A Real Time Speech Music Dis-
criminator” by Aarts and Dekker in J. Audio Eng. Soc. 47(9), 720-725
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(2005), which controls the enhancing scheme described in WO 02/50831
A2. By means of a probability, p, determined by the speech-music discrimi-
nator, the signal enhancer acts on the center and surround channels or the
center channel alone using hyperbolic tangent functions. The claims portion
in the patent takes up about one-third of the five total written columns.—
NAS
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6,941,180
43.60.Dh AUDIO CASSETTE EMULATOR

Addison M. Fischer and Robert L. Protheroa, both of Naples,
Florida
6 September 2005 (Class 700/94); filed 29 July 1999

This rather interesting device, having precisely the same shape as a
standard audio cassette, accepts digital audio data from a variety of sources,
e.g., Internet transmission, a digital computer, or flash memory card, and
plays the digital data through any standard audio cassette player. The user
can control the playback using the equipment’s standard controls, START,
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STOP, PLAY, REWIND, FAST FORWARD, etc. An example of its use is the play-
back on analog equipment of music or other type of performance recorded
in digital format. The device functions by converting the digital representa-
tion of the sound into magnetic signals that are coupled into the read/write
head of the cassette player. The device includes at least one digital processor
and a slot into which a memory card may be inserted. —DRR

6,931,138
43.60.Fg ZOOM MICROPHONE DEVICE

Takashi Kawamura ef al., assignors to Matsushita Electric
Industrial Company, Limited
16 August 2005 (Class 381/92); filed in Japan 25 October 2000

¢

This interesting and well-written patent describes a ‘“zoom’ micro-
phone array suitable for use in conjunction with a zoom video camera. The
input section contains a number of basic microphone elements and provides
for synthesis of patterns from wide cardioid (subcardioid) with a DI of 2.5
dB, up to second-order cardioid with DI values in the range of 9 to 10 dB.
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As the camera zoom function varies from wide angle to narrow angle, the
microphone pattern will range from low DI to high. There will of course be
a reduction in level pickup, and noise will increase as these functions are
carried out. The system further equalizes level and spectrum to match the
picture, and the noise floor is reduced accordingly. —JME

6,937,980

43.60.Fg SPEECH RECOGNITION USING
MICROPHONE ANTENNA ARRAY

Leonid Krasny et al., assignors to Telefonaktiebolaget LM
Ericsson (publ)
30 August 2005 (Class 704/231); filed 2 October 2001

The patent describes a combination of useful techniques in hands-free
automotive communications. Multimicrophone beamforming, operating in
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conjunction with an adaptive noise-reducing system, provides input to a
“speech recognition engine” that further enhances intelligibility.—JME

6,935,335

43.64.Ri SYSTEM AND METHOD FOR TREATING
OBSTRUCTIVE SLEEP APNEA

Michael L. Lehrman and Michael E. Halleck, assignors to iLife
Systems, Incorporated
30 August 2005 (Class 128/200.24); filed 17 August 2000

This device consists of one or more microphones, placed in the vicin-
ity of the neck, to detect breathing sounds within the airway of a sleeping
person. The microphone signals are relayed to a controller, which applies
digital signal processing to identify at least one breathing pattern that occurs
at the onset of an obstructive sleep apnea event. When the controller detects
such an event, it sends an alarm signal to a stimulus generator. The stimulus
generator creates a stimulus (an electric current, a sound, a vibrator, a flash-
ing light, etc.) that causes the sleeping person to move in a manner to
terminate the obstructive sleep apnea event before the cessation of breathing
occurs. The patent asserts that this device can terminate a sleep apnea event
without causing psychological stress associated with the cessation of
breathing.—DRR

6,931,137

43.66.Ts FEEDBACK COMPENSATION DEVICE
AND METHOD, AND HEARING AID DEVICE
EMPLOYING SAME

Georg-Erwin Arndt and Tom Weidner, assignors to Siemens
Audiologische Technik GmbH

16 August 2005 (Class 381/83); filed in Germany 30 September
2002

An acoustic feedback reduction scheme is described in which the input
signal is split into two paths to reduce signal processing complexity and the
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amount of buffer storage required. The system may be utilized for multi-
channel acoustic devices.—DAP

6,931,141

43.66.Ts HEARING AID AND A METHOD FOR
OPERATING A HEARING AID

Finn Thoger Moller, assignor to GN Resound A/S
16 August 2005 (Class 381/323); filed in Denmark 12 October 2001

Methodology is provided for a hearing aid to detect when an external
device such as a programmer or audio source is connected or disconnected.
When such a device is connected, the hearing aid may be brought into a
mode to receive programming or audio data. When disconnected, the hear-
ing aid returns to normal processing mode. When unconnected, the closely
spaced connector terminals are kept at nearly the same electrical potential to
prevent corrosion.—DAP

6,934,366
43.66.Ts RELAY FOR PERSONAL INTERPRETER

Robert M. Engelke et al., assignors to Ultratec, Incorporated
23 August 2005 (Class 379/52); filed 10 December 2002

This is a relay system for telephone communication between hearing-
impaired users and normal-hearing users with a call assistant as a go-
between. Its purpose is to minimize typing by the call assistant of material to
be sent as text to the hearing-impaired user. Instead, the call assistant

34 36 40 38

VOICE DELAY
682

revoices the words spoken by the hearing user into a voice-recognition
system trained to the voice of that call assistant. The text stream generated
by the computer and the voice of the hearing user are both sent to the
assisted user, who is now supplied with a visual text stream to supplement
the voice communication.—DRR
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6,934,400

43.66.Ts METHOD FOR CONTROLLING THE
DYNAMIC RANGE OF A HEARING AID,

AND METHOD TO MANUFACTURE DIFFERENT
HEARING AIDS, AND A HEARING AID

Andi Vonlanthen, assignor to Phonak AG
23 August 2005 (Class 381/320); filed 3 November 2000

The dynamic range of a hearing aid, cochlear implant, or earphone is
controlled manually or automatically by switching the input impedance of
the acoustic-mechanical output transducer in accordance with the wearer’s
hearing characteristics and/or the acoustic environment.—DAP

6,937,738
43.66.Ts DIGITAL HEARING AID SYSTEM

Stephen W. Armstrong et al., assignors to Gennum Corporation
30 August 2005 (Class 381/312); filed 12 April 2002

In a multimicrophone, directional, digital hearing aid, occlusion is re-
duced by subtracting the rear-microphone-channel signal pickup of the
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unwanted wearer’s own voice in the ear canal from the processed, intended
signal. Headroom expansion is accomplished by dynamically adjusting the
gain before and after the analog-to-digital converters.—DAP

6,940,989

43.66.Ts DIRECT TYMPANIC DRIVE VIA A
FLOATING FILAMENT ASSEMBLY

Adnan Shennib et al., assignors to InSound Medical, Incorporated
6 September 2005 (Class 381/326); filed 30 December 1999

A nonoccluding hearing aid positioned deep in the ear canal stimulates
the tympanic membrane directly via a miniature, floating, elongated, mag-
netic, vibrational filament. Transduction occurs via magnetic-to-vibrational
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energy conversion by a coil wrapped around the magnetic filament. Stimu-
lation is said to be consistent regardless of the exact position of the hearing
device within the ear canal—DAP

6,728,974
43.66.Vt SAFETY GOGGLES WITH EARPLUGS
Jake Wadsworth, St. Ignatius, Montana

4 May 2004 (Class 2/456); filed 8 October 2002

Earplugs are mounted on the ends of temple pieces of safety glasses.
The temples are fitted with a universal joint to permit multiple degrees of
freedom for adjustment of the positioning of the earplugs.—JE

6,751,328

43.66.Vt EARPHONE WITHOUT IMPULSE NOISE
FOR PROTECTION AGAINST CONDUCTIVE
HEARING LOSS

Chung-Yu Lin, Kaohsiung, Taiwan, Province of China
15 June 2004 (Class 381/330); filed in Taiwan, Province of China
13 January 1998

Based on an unusual theory of the level and type of hearing pathology
caused by impulsive noise, this device purports to eliminate such noise
while preserving the quality of sound. This is accomplished by hanging an
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enclosed loudspeaker 40 from an earplug 41 and directing the sound out-
wards to be partially absorbed by the external ear structures. This is said to
prevent conductive hearing loss. I guess sensorineural hearing losses are
never a problem.—JE

6,938,622

43.66.Vt EARPLUG AND APPARATUS WITH THE
EARPLUGS

Fu-Sheng Huang, Chungho City, Taipei Hsien, Taiwan, Province
of China

6 September 2005 (Class 128/864); filed in Taiwan, Province of
China 24 October 2003

This complex hearing protector consists of six parts including a re-
placeable soft part 36 and an insert 42 that can be adjusted to provide
different degrees of attenuation. The cap 34 can be replaced by a transducer
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for communication. The objectives of the invention are to provide an in-
stantly available, mass producible earplug that can be custom fit by “‘just
applying some replaceable elements.” —JE

6,931,292

43.72.Dv NOISE REDUCTION METHOD AND
APPARATUS

Marcia R. Brumitt and James M. Turnbull, assignors to Jabra
Corporation
16 August 2005 (Class 700/94); filed 19 June 2000

This patent describes a method for spectrum-domain background noise
reduction of a communication signal such as speech. Refering to the figure,
one can see that a simple transform—noise reduction—inverse transform
procedure is envisioned, wherein the spectrum weighting functions are
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crucial. “The purpose of the weighting function is to leave the frequency
bins with relatively large power levels unchanged and to attenuate the fre-
quency bins with relatively low power levels.” This approach is as naive as
it is simple, and will obviously work only for noise with a lower level than
the important speech components.—SAF

Transversal Smoothing

Y
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6,934,681

43.72.Fx SPEAKER’S VOICE RECOGNITION
SYSTEM, METHOD AND RECORDING MEDIUM
USING TWO DIMENSIONAL FREQUENCY
EXPANSION COEFFICIENTS

Tadashi Emori and Koichi to NEC
Corporation

23 August 2005 (Class 704/250); filed in Japan 26 October 1999

A method is described which addresses the speaker normalization
problems affecting traditional speaker-independent speech recognition algo-
rithms. Quite often, HMMs for speech units are trained over Gaussian mix-
ture models using many speakers, leading to a sort of monolithic model of
every speaker’s sounds. These models may invoke frequency-domain warp-
ing using the best selection of preset parameters, in an effort to better match

Shinoda, assignors
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a particular speaker. This patent describes, in sufficient detail, several tech-
niques for incorporating cepstrum-domain, frequency-spectrum warping to
provide rudimentary speaker normalization as an additional trainable param-
eter in the HMMs, thereby customizing the process for each training speaker
and avoiding the selection from preset warping parameters.—SAF

6,934,370

43.72.Gy SYSTEM AND METHOD FOR
COMMUNICATING AUDIO DATA SIGNALS VIA AN
AUDIO COMMUNICATIONS MEDIUM

Roy Leban et al., assignors to Microsoft Corporation
23 August 2005 (Class 379/102.01); filed 16 June 2003

A computer receives voice and audio data signals from a telephone
speaker via its microphone, extracts an event message, and performs an
action based on the event message. The computer generates and plays an
audio data signal corresponding to the action it performed.—DAP

6,931,255

43.72.Ja MOBILE TERMINAL WITH A TEXT-TO-
SPEECH CONVERTER

Fisseha Mekuria, assignor to Telefonaktiebolaget L. M Ericsson

(publ)
16 August 2005 (Class 455/466); filed 19 September 2001

The patent presents the idea of employing a “low-complexity” text-
to-speech algorithm to provide speech synthesis of text messages on a low-
capacity mobile device. It is suggested that a ““scaled version of a rule-
based, text-to-speech synthesis system without the requirement of speech
naturalness™ can be used. No further details of the TTS method are pro-
vided, suggesting that no such system has actually been tried, yet the miss-
ing TTS method is advertised to provide ‘highly intelligible voice
signals.”—SAF

6,941,269

43.72.Ja METHOD AND SYSTEM FOR PROVIDING
AUTOMATED AUDIBLE BACKCHANNEL
RESPONSES

Harvey S. Cohen and Kenneth H. Rosen, assignors to AT&T
Corporation

6 September 2005 (Class 704/275); filed 23 February 2001

This patent addresses a problem of human behavior, namely that some-
one talking to a machine quickly tires of doing so, partly because they
receive no backchannel communication, such as “uh huh,” “gotcha,” etc.
The methods here involve identifying pauses in user-input speech and filling
those pauses with predetermined, synthesized, backchannel items such as
“got it” and “okie dokie [sic].”” One can only guess at the potential reaction
to an automated device saying ‘“‘okie dokie.”—SAF

6,935,959

43.72.Kb USE OF MULTIPLE PLAYER REAL-TIME
VOICE COMMUNICATIONS ON A GAMING
DEVICE

Damon V. Danieli and Roxana Gabriela Arama, assignors to
Microsoft Corporation
30 August 2005 (Class 463/42); filed 16 May 2002

According to the inventors, verbal reparte¢ is missing from today’s
video games. Accordingly, the disclosure lays out a networked scheme using
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peer-to-peer communication. As seen from the figure, speech is compressed
and transmitted to other players. Their packets are selected and presented to
the user.—MK

6,941,161

43.72.Kb MICROPHONE POSITION AND SPEECH
LEVEL SENSOR

James F. Bobisuthi et al., assignors to Plantronics, Incorporated
6 September 2005 (Class 455/569.1); filed 13 September 2001

A procedure is described for detecting when the volume of a speaker’s
voice at a microphone is insufficient for good transmission, either because it
provides insufficient signal-noise ratio over background, or because it is
simply too quiet for the microphone. The speaker is then warned of the
problem by a visual indicator, and is thus given the opportunity to make the
appropriate adjustments to their headset mic or whatever is in use. Methods
are described for waiting an appropriate interval between loud speech am-
plitude peaks before sending the warning.—SAF

6,928,404

43.72.Ne SYSTEM AND METHODS FOR ACOUSTIC
AND LANGUAGE MODELING FOR AUTOMATIC
SPEECH RECOGNITION WITH LARGE
VOCABULARIES

Ponani Gopalakrishnan et al., assignors to International Business
Machines Corporation
9 August 2005 (Class 704/10); filed 17 March 1999

In this speech recognition system, language modeling is done using a
combination of words and subword morphemes. Intended especially for
highly inflected languages, such as Russian, the method allows the use of
n-gram frequency statistics in cases that would be prohibitive using only
word modeling. The decision of whether a word is to be modeled as a whole
or by morphemes is based primarily on word-frequency statistics. The first
claim sets out a sequence of steps to be used in splitting up a word.—DLR

6,928,614

43.72.Ne MOBILE OFFICE WITH SPEECH
RECOGNITION

Charles Allen Everhart, assignor to Visteon Global Technologies,
Incorporated
9 August 2005 (Class 715/728); filed 13 October 1998

This automotive speech recognition system is intended to find use as
an “office on wheels,” with emphasis on the design of the dialogue inter-
action to simplify the use of email, browser, and various information-access
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functions, all while watching for red lights and traffic cops—not to mention
other cars. Commercially available synthesis and recognition packages are
assumed. The interface design includes a set of steering-wheel buttons,
which allow instant system customization for experienced users.—DLR

6,930,265

43.72.Ne METHOD AND SYSTEM FOR ACOUSTIC
FUNCTION CONTROL IN MOTOR VEHICLES

Winfried Koenig, assignor to Robert Bosch GmbH
16 August 2005 (Class 200/308); filed in Germany 29 July 2000

The concept discussed here proceeds from several a priori assump-
tions, any of which may be invalid. First is that a speech recognition system
in an automobile will require a ““push-to-talk” signal. Second is that the user

16

15 11
will require feedback that such a signal has been processed by the system.
And third is that the user, while driving a car, may not notice that feedback.
Accordingly, the disclosed device is a special button connected so as to
vibrate as a form of feedback.—DLR

6,931,374

43.72.Ne METHOD OF SPEECH RECOGNITION
USING VARIATIONAL INFERENCE WITH
SWITCHING STATE SPACE MODELS

Hagai Attias et al., assignors to Microsoft Corporation
16 August 2005 (Class 704/240); filed 1 April 2003

It is rare to see a truly novel approach to speech recognition these
days, so this patent is exceptional on that basis alone. “Speech is repre-
sented as the output of an attempt by the speaker to phonetically implement
a linguistic definition of a sequence of speech units,” which are in turn
represented (e.g., by vocal tract resonances) within a dynamic trajectory
model implemented as a state-space formulation with recursive noise added
at each frame. The trajectory itself is hidden, and so is a hidden trajectory
model. Unfortunately, the EM algorithm for such a model is not tractable,
and so major innovations here include methods for approximating its poste-
rior using either a Gaussian mixture or an HMM posterior for training.
Given training on one of these, the hidden production-related parameters
which result can be simply recovered.—SAF

6,934,682

43.72.Ne PROCESSING SPEECH RECOGNITION
ERRORS IN AN EMBEDDED SPEECH
RECOGNITION SYSTEM

Steven G. Woodward,
Machines Corporation
23 August 2005 (Class 704/250); filed 1 March 2001

Here is yet another patent which addresses a popular problem of late,
viz, what to do with misrecognized speech. While a number of recent pat-

assignor to International Business
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ents have invoked the text domain for presenting the user with several
options to select for the problematic word (as is also patented here), a
further embodiment would engage the user in a dialogue so he/she may be
presented with the recognition options in the speech modality. This reviewer
is beginning to wonder how many times this particular wheel can be
invented.—SAF

6,934,685
43.72.Ne VOICE RECOGNITION DEVICE FOR TOYS

Takashi Ichikawa, assignor to Toytec Corporation

23 August 2005 (Class 704/275); filed in Japan 21 April 1999

A very simple approach is taken to permit speaker-independent recog-
nition of a (presumably) limited vocabulary by a toy. The processor uses
basic pattern classification just on the varying lengths of speech signals. This
leads to extremely low computational complexity in comparison to actual
speech recognition schemes, but the supposed result that ““‘the speech of any
person can be recognized irrespective of sex, age, or the like” seems opti-
mistic and is not substantiated in the patent.—SAF

6,940,951

43.72.Ne TELEPHONE APPLICATION
PROGRAMMING INTERFACE-BASED, SPEECH
ENABLED AUTOMATIC TELEPHONE

DIALER USING NAMES

Jerome R. Mahoney, assignor to iVoice, Incorporated
6 September 2005 (Class 379/88.03); filed 23 January 2002

A speech-enabled automatic name dialer for connection to a telephone
system utilizes a computerized address book to store name/telephone-

A

__—\"“'
2
~

J

i
|
I
|
{
i
|
|

(AP provider installed in client computer |

Internal
Router

Speech enabled

t |
I dialer program |
1 with address | Speaker
| book + data | 15
b

T
9/ -

" calloutvia |

-

17
number data. Software creates phonemes from names of data sets and ini-
tiates dialing after matching the voice input phonemes to the stored data.—
DAP

6,941,268

43.72.Ne HANDLING OF SPEECH RECOGNITION IN
A DECLARATIVE MARKUP LANGUAGE

Brandon W. Porter et al.,
Incorporated
6 September 2005 (Class 704/270); filed 21 June 2001

assignors to TellMe Networks,

A speech recognition system used for list navigation determines the
time at which a user speaks before queued audio prompts are finished play-
ing. No a priori knowledge about the length of each prompt is required.
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Markers are placed into the program code which allows an overlapping
target window to be created that extends into the start of playback of sub-
sequent items. Decisions are made by comparing time from last mark to
time from last command.—DAP
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6,931,377

43.75.Rs INFORMATION PROCESSING APPARATUS
AND METHOD FOR GENERATING DERIVATIVE
INFORMATION FROM VOCAL-CONTAINING
MUSICAL INFORMATION

Kenji Seya, assignor to Sony Corporation
16 August 2005 (Class 704/277); filed in Japan 29 August 1997

It’s not enough to have karaoke. The issue is what is the language of
the singer? What this inventor proposes is a scheme for removal of the voice
from the musical track, word recognition and translation to another lan-
guage, and, finally, the resynthesis of the singing voice combined with the
instrumental track. Since all the signal processing details are absent, and
since all of these are very hard problems, one can only assume the patent is
conceptual. —MK

6,930,236

43.75.Wx APPARATUS FOR ANALYZING MUSIC
USING SOUNDS OF INSTRUMENTS

Doill Jung, assignor to Amusetec Company, Limited
16 August 2005 (Class 84/616); filed in the Republic of Korea 18
December 2001

Fundamentally, this discloses a method for doing spectral subtraction
of monophonic musical instruments from a possibly multiphonic source.
There are several complexities which the text glosses over: How is the best
match between the input and library to be found? How can this method
function when the overtone series forms new timbres (a la Ravel)? For this
method to work, the source material must have nicely separated spectral
peaks and this will be difficult to obtain in practice for real multiphonic
sources.—MK

6,928,958

43.80.Ka VIBRATION SENSOR ASSEMBLY AND
METHOD FOR BARK CONTROLLER

Timothy J. Crist et al., assignors to Tri-Tronics, Incorporated
16 August 2005 (Class 119/718); filed 7 January 2004

This device is a collar-mounted electronic ‘“‘bark limiter”” purported to
be an improvement on previous bark detectors (such as covered by United
States Patent 4,947,795). An electronic circuit applies electrical stimuli to
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the dog in order to discourage the animal from barking further. The object of
the detector is to discriminate between various sounds and vibrations that a
dog might make and avoid applying the deterring electrical stimuli to any
sound other than a valid bark sound—DRR

6,928,769

43.80.Nd DISPOSABLE INSECT-CONTROL
MEMBER

Lantz S. Crawley and J. Roy Nelson, assignors to Bugjammer,
Incorporated
16 August 2005 (Class 43/107); filed 7 August 2001

In a preferred embodiment, this device consists of a flexible or semi-
rigid vibration-coupling surface facing an insect-engagement surface. The
vibration-coupling surface attaches to a mechanical driver so that it vibrates
in a prescribed frequency pattern, one that mimics the heartbeat of an ani-
mal, in order to lure flying insects to the vicinity of the insect-engagement
surface. This surface serves as a backing for an insect-trapping material,
such as an adhesive, pesticide, or mineral oil.—DRR
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6,932,768

43.80.Qf ULTRASONIC CELLULAR TISSUE
SCREENING SYSTEM

Kevin M. Kelly et al., assignors to Sonocine, Incorporated
23 August 2005 (Class 600/437); filed 21 March 2003

The goal of this ultrasound system is to screen cellular tissue, in par-
ticular, breast tissue. The system employs an ultrasound probe for generating
image data representing the cellular tissue and one or more sensors to de-
termine the probe’s location. An ultrasonically conductive pad is placed over
the patient’s nipple and a fabric covering is placed over the breast tissue to
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be scanned. The pad possesses ultrasonic characteristics different from those
of the cellular tissue to be scanned. The fabric covering contains an ultra-
sonic coupling agent and is used to hold the breast tissue in place. Thus,
ultrasound energy is transmitted with minimal interference. The images rep-
resenting the scanned tissue are displayed on a viewer capable of providing
a rapid sequence of images.—DRR

6,934,579
43.80.Qf ANAESTHESIA CONTROL SYSTEM

Haralambos Mantzaridis and Gavin N. C. Kenny, assignors to
The University Court of the University of Glasgow

23 August 2005 (Class 600/544); filed in the United Kingdom 11
September 1996

This system subjects the patient to repetitive audio stimuli, monitors
auditory evoked potentials (AEPs) produced by the patient, and then records
these AEPs through the use of EEG recording. A signal corresponding to the
coarseness of the monitored AEP signal is used as an indicator of anaesthetic
depth. The raw AEP signal is divided into a series of sweeps, each synchro-
nized with the repetitive audio stimulus in order to produce a time-averaged
sweep from which the anaesthetic index is calculated. This system and index
signal can be used as a part of the procedure to regulate the anaesthetic
supply to the patient, maintaining the anaesthetic index at a predetermined
level —DRR
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6,939,308

43.80.Qf ACOUSTIC SENSOR ARRAY FOR NON-
INVASIVE DETECTION OF CORONARY
ARTERY DISEASE

Charles E. Chassaing and Hung Nguyen, assignors to
MedA coustics, Incorporated
6 September 2005 (Class 600/504); filed 8 November 2002

This device takes advantage of the fact that an ‘““‘acoustic window” can
be identified as that area above the notch in the human left lung which
allows the heart to be in contact with the chest wall. A sensor array posi-
tioned on a patient’s chest substantially within the perimeter of this acoustic
window can generate well-correlated acoustic blood flow signals. The

device consists of sensor arrays located within this acoustic window and
incorporates means of identifying the acoustic window from the merged
window subareas corresponding to two or more intercostal spaces. In this
manner, the most revealing data regarding cardiac performance can be
obtained.—DRR

6,929,632

43.80.Sh ULTRASONIC DEVICES AND METHODS
FOR ABLATING AND REMOVING OBSTRUCTIVE
MATTER FROM ANATOMICAL PASSAGEWAYS
AND BLOOD VESSELS

Henry Nita and Timothy C. Mills, assignors to Advanced
Cardiovascular Systems, Incorporated
16 August 2005 (Class 604/508); filed 27 June 2002

An ultrasound delivery catheter incorporates one or more aspiration
lumens extending longitudinally through the catheter to aspirate and remove
particles or other debris from an anatomical structure in which an obstruc-
tion is located. Potential applications include ultrasonic treatment of ob-
structions within intracranial and extracranial cerebral blood vessels and
removal of obstructions in the male or female urogenital tracts, such as those
in fallopian tubes and prostatic areas.—DRR
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6,936,048

43.80.Sh ECHOGENIC NEEDLE FOR
TRANSVAGINAL ULTRASOUND DIRECTED
REDUCTION OF UTERINE FIBROIDS AND AN
ASSOCIATED METHOD

Bradley Shawn Hurst, assignor to Charlotte-Mecklenburg
Hospital Authority
30 August 2005 (Class 606/41); filed 16 January 2003

This device is essentially a medical needle for transvaginal ultrasound-
directed reduction of fibroids. The echogenic needle, configured for use in
conjunction with a transvaginal ultrasound probe, has an echogenic surface
near its tip that allows the physician to visualize its location in the ultra-
sound image. In one embodiment, the needle has an active electrode at its

distal end, which supplies rf energy to a fibroid, thereby causing necrosis of
the targeted fibroid or destroying the fibroid’s vascular supply. The rf needle
may also have a safety device that shuts off the energy if the needle pen-
etrates the uterine wall. Another embodiment employs a cryogen supply to
destroy a fibroid or its vascular supply by freezing one or the other with the
needle’s frozen distal end.—DRR
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6,936,008

43.80.Vj ULTRASOUND SYSTEM WITH CABLELESS
COUPLING ASSEMBLY

Umit Tarakci ef al., assignors to Zonare Medical Systems,
Incorporated
30 August 2005 (Class 600/437); filed 20 October 2001

A two-dimensional array of ultrasound transducers in this system is
wirelessly coupled to the imaging electronics and can also be coupled to a
motherboard through a connector with a high density of pins.—RCW

6,936,009

43.80.Vj MATCHING LAYER HAVING GRADIENT IN
IMPEDANCE FOR ULTRASOUND TRANSDUCERS

Venkat Subramaniam Venkataramani et al., assignors to General
Electric Company

30 August 2005 (Class 600/459); filed 27 February 2001

An impedance gradient is produced by composite-material layers that
are bonded together. The layer adjacent to the transducer has an impedance
less than or equal to the transducer material. The layer adjacent to the target
has an impedance greater than or equal to that of the target. The impedance
values decrease monotonically from the transducer to the target.—RCW

6,939,302

43.80.Vj APPARATUS AND METHOD FOR
CONTROLLING CONTRAST ENHANCED IMAGING
PROCEDURES

David M. Griffiths and Arthur E. Uber III, assignors to
MEDRAD, Incorporated
6 September 2005 (Class 600/458); filed 19 October 2001

The concentration of an ultrasound contrast enhancement agent is
measured by a concentration sensor during injection that is performed by a
device that applies pressure to move the agent through a fluid path to the site
of interest.—RCW
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A numerically accurate and robust expression for bistatic

scattering from a plane triangular facet (L)
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This work is related to modeling of synthetic sonar images of naval mines or other objects.
Considered here is the computation of high frequency scattering from the surface of a rigid
3D-object numerically represented by plane triangular facets. The far field scattered pressure from
each facet is found by application of the Kirchhoff approximation. Fawcett [J. Acoust. Soc. Am.
109, 1319-1320 (2001)] derived a time domain expression for the backscattered pressure from a
triangular facet, but the expression encountered numerical problems at certain angles, and therefore,
the effective ensonified area was applied instead. The effective ensonified area solution is exact at
normal incidence, but at other angles, where singularities also exist, the scattered pressure will be
incorrect. This paper presents a frequency domain expression generalized to bistatic scattering
written in terms of sinc functions; it is shown that the expression improves the computational

accuracy without loss of robustness. © 2006 Acoustical Society of America.

[DOLI: 10.1121/1.2149842]
PACS number(s): 43.20.Fn, 43.20.Px [MO]

I. INTRODUCTION

In the past decade low price hardware has made high
frequency sonar imagery systems widely available for naval-
mine identification, harbor surveillance, and offshore indus-
try. This work is related to the generation synthetic sonar
images of naval mines and other objects.

An object will be numerically represented by elementary
facets. The far field scattered pressure from each facet is
found by application of the physical optics solution or Kirch-
hoff approximation.l’2 The total scattered field is given as the
coherent sum of pressure contributions from all nonshad-
owed facets.

The plane rectangular facet has been wused by
Sammelmann® and Ge:orge.4 However, for arbitrarily shaped
objects the plane rectangular facet can lead to problems con-
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cerning correct surface representation. The plane triangular
facet, on the other hand, is suited for all types of surfaces
because of its co-planar property. Fawcett’ derived the time
domain impulse response for backscattering from a plane
triangular facet. An alternative to the flat facet approach is
the application of nonuniform rational B-spline surfaces
(NURBS).® The field integral is evaluated over a parametric
space of Bezier surfaces using the method of stationary
phase.

The plane triangular facet is considered in this note. The
expression for the scattered pressure from the plane triangu-
lar facet, first presented by Fawcett,5 consists of three con-
tributions corresponding to a response from each of the three
vertices. However, this vertex response, which is applicable
in the time domain, becomes numerically unstable at certain
angles as the angle dependent coefficients get very large due
to division by very small numbers. One way to deal with this
is to replace the integral solution with the effective ensoni-
fied area, when the coefficients exceed, say, 1000.° This
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FIG. 1. Local coordinate system (') of a plane triangular facet.

choice might be appropriate for near normal incidence, but
for angles away from near normal incidence, where singu-
larities also exist, the scattered pressure will be incorrect. In
this note the time domain opportunity is abandoned and the
frequency domain expression is rewritten in a numerically
robust frame formulated additionally for bistatic scattering.

Il. FACET-GEOMETRY AND FIELD APPROXIMATIONS

In this section a scattering integral for a rigid, plane and
triangular facet is derived. The Kirchhoff approximation as
well as the far field approximation are applied.

Suppose an arbitrarily shaped body is numerically rep-
resented by plane triangular facets. Each facet in the three-
dimensional space is represented by its vertex points P, P,,
P; and the unit surface normal vector, fi,, pointing out of the
body The vectors connectrng the vertex points are defined by
u=P P, Py, v= P,P. P53, and w= Png, and they are arranged such
that u represents the longest side of the triangle and (u
Xv)-fi;>0; see Fig. 1.

A local coordinate system (') is introduced. The origin
O’ has the global coordinates Py=P;+v,, where v, is the
projection of v on u. In the local coordinate system the tri-
angle is described by the axis-points x|, x5, and y;. The base
of (') is

(1a)
e)’,:(v—vu)/| (lb)
e/=e Xe,. (1c)

The base given by Egs. (1a)—(lc) establishes a coordinate
transformation matrix applied on ry, the vector from P, to
the source, and on r|, the vector from P, to the observation
point. In the (’)-coordinate system r, and r; have been
transformed into r, and ry, respectively, but their (Euclidian)
lengths are unchanged, i.e., |rj|=|ro|=ry and |r{|=|r;|=r;.
The unit surface normal vector has been transformed into
i, =[001]”, and each point on the plane facet, S, is given by
x! =[x"y'0]"; see Fig. 2.

The Kirchhoff approximation is applied on the rigid sur-
face and the total pressure field, p, is related to the incoming
field, p;,., through
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FIG. 2. Geometry applied for field integration over the surface of a trian-
gular facet.

p(XS,) = zpinc(xé) (2)

(see, e.g., Fawcett’). The Kirchhoff Helmholtz integral equa-
tion [see, e.g., Pierce,” Eq. (4-6.4)] consequently reduces to
the integral

i 1 ! i ! AL
psc(rl) = _77,[ pinc(xs) \Y G(Xs|rl) LN ds, (3)
N

where pg(r]) is the facet-scattered pressure measured at
the observation point, rj, and VG(r{|x!) is the gradient of
the free space Green’s function directed toward the obser-
vation point. The incoming field originates from a mono-
pole source,

eiklx;—r(')\
!
Pinc(X;) = POl ]

X 0

, (4)

where p is the pressure amplitude 1 meter from the source.
In the far field, the range from the facet to the source by
far exceeds the dimensions of the facet, and hence, a first
order Taylor series expansion of |x/—rj| with respect to
x,/rg is possible,

Ix{ = rol = ro— 85 - (. (5)

where #)=r{/ry [see, e.g., Ogilvy,' Eq. (4.10)]. The right-
hand side of Eq. (5) will be applied for the phase term of Eq.
(4) whereas it is sufficient to approximate the slowly varying
denominator in Eq. (4), i.e., the term that represents geo-
metrical spreading, to zero order, that is, |x/—rj|=r). The
incoming field is

ikrg

pinc(xr;) =Po e—ikf'o-xs b (6)

To

and hence, the part of the spherical wave that sweeps over
the facet is considered locally plane. The gradient of the
Green’s function,
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ot I'i -
VG(rilx)) =——5

r ﬂﬁmhw—wmﬁi (7)
1~ s

[see, e.g., Pierce,” Eq. (4-6.5)] is also approximated to the far
field. In the phase term, |r{—x!|~r —F|-x/, is applied, and
in the amplitude terms, r{—x~r| is used. The expression
within the brackets of Eq. (7) is approximated to (ik|r]—x!|
—1)=(ikr;—1)=ikr,, where the second approximation is
valid because ikr; > 1. Hence,

ikry

VG(rilx)) = ik — e, (8)

r
where £|=r;/r. Insertion of Eq. (6) and Eq. (7) into Eq. (3)
leads to a scattering integral with a linear phase term

1 ik(rgrrar a7
potke” T, 1B, f e RN g5 9)
s

X)=
Psc(X) Fp—

lll. AROBUST EXPRESSION FOR TRIANGULAR
FACET SCATTERING

If the phase variation over the facet is neglected, the
integral in Eq. (9) can be replaced by the facet area, S, and
the approximate effective ensonified area response is

ik(rg+ry)

Poike cos 6,

psc(x) = S, (10)

2arrory
where cos 6,=F{-n,. However, this expression is only ex-
act for normal incidence. In the general case the dot-
product in the exponential term of the surface integral Eq.
(9) must be considered,

(Fo+F)) - x;=ax"+by’', (11)
where the angle dependent constants are given by

a = sin 6 cos ¢+ sin 0, cos ¢y, (12a)

b =sin 6, sin ¢, + sin 6, sin ¢, (12b)

and where the angle between rjf and n; is0< 016 /2, and
the angle in the x"y’ plane is 0= ¢;<2, j=0,1. The solu-
tion to Eq. (9) is brought on the vertex response form

ik(rg+ry)
e cos 6 - -
pulx) =2 e + pe s
ik2arryr

. ’
+ Kkye kD3] (13a)
where k|, k|, and k3 are the vertex coefficients given by

!
— )3

S 13b
. alax| — by}) (130)
3
=— 13
= a(axy — by}) (13¢)
y3(x3 —x}) (13d)

K3 = ! ! ! AN
3 (axy — bys)(ax| — by3)

The vertex response can be transformed into the time
domain to obtain the impulse response (see, €.g., Fawcett®).
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As can be observed from Egs. (13b)—(13d) three singularities
are present, a=0, ax;—by;=0, and ax;—by;=0. For back-
scattering these singularities correspond to incident direc-
tions normal to the three sides of the triangle, i.e., normal to
u, w or v. From an analytical point of view, large values of
«; will cancel each other in Eq. (13a). However, in a numeri-
cal implementation the cancellation tends to fail because of
truncation errors obtained near the working precision of the
computer. In what follows the time domain approach is aban-
doned and a numerically robust expression is derived. The
angle dependent terms a, (ax;—byj), and (ax;—by}) are
separated and expressed in terms of the well-behaved sinc
function. Hence, the solution to Eq. (9) is written

Poe* o) cos 01< 1 )
2711y ikb

2 sin(k[ax| — by3]/2)
klax| — by3]/2
sin(k[ax; — by3]/2)

psc(X) =

. ! ’
X |:xie—zk(ux1+by3

’ —ik(ax/+by/)/2
— xhe Hlaxythys
’ Klaxj - by; )2
et pepesinthalz=2112)
2 kalx) —x1/2

(14a)

When b— 0, Eq. (14a) becomes numerically unstable, and is
replaced by the limit value, p.(x) for b— 0, found by using
the rule of L’Hospital,

iKro+r) cos @)y} .
pe(x) = P =2 gk 2) e
4riryr
— g(kax}/2)xbe k@22, (14b)

where

o) = —cos(x) + sin(x)/x ~ l_sin(x) . (140)

X X

IV. RESULTS

Validation is carried out by considering the canonical
problem of backscattering of a plane wave of unit amplitude
from a rigid sphere. The infinite harmonic series solution® is
the Benchmark solution. The sphere is a good test case be-
cause sharp edges, where the Kirchhoff approximation fails,
are absent. The time domain response of a 445 kHz Ricker
pulse incident on a sphere with a radius equal to
10 centimeters measured at a range of 10 meters is deter-
mined. In the numerical model the surface of the sphere is
represented by iso-sized facets with areas of 11 mm?. Results
from three different numerical Kirchhoff approaches are con-
sidered. The first approach is the vertex response given by
Egs. (13) where no numerical precautions are taken. In the
second approach the vertex response is combined with the
effective area response given by Eq. (10) according to
Fawcett.” The vertex response is switched “off” and the ef-
fective area response “on” when the magnitude of one of the
coefficients in Egs. (13) exceed 1000. Finally, the third ap-
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FIG. 3. Backscattering from a rigid sphere. The thick solid line is the bench-
mark solution; the dotted line is the vertex response [Eq. (13)] the dashed-
dotted line is the vertex response, [Eq. (13)], combined with the effective
area response [Eq. (10)]; and the solid line with circles is the robust re-
sponse [Eq. (14)].

proach is the robust response given by Eq. (14). Fourier syn-
thesis has been carried out on the benchmark solution as well
as on the three different numerical Kirchhoff approaches.
The results are given in Fig. 3. The robust response
given by Eq. (14) matches the analytic solution very well
except after the specular reflection where oscillations occur.
These oscillations are related to the numerical surface dis-
cretization of the sphere and not the scattering formulas. The
result from the pure vertex response, Egs. (13), clearly di-
verges from the analytical solution at the specular reflection,
but after that, it quickly approaches the robust response.
Hence, the pure vertex response is accurate as long as the
critical angles are not encountered; if this happens, erroneous
results orders of magnitudes from the actual response will
occur. The combined solution is significantly closer to the
analytical result at the specular reflection, but exhibits stron-
ger oscillations after the specular reflection, indicating that
the combined approach is a robust, but not very accurate,
numerical approach when singularities are encountered. The
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robust response expressed in terms of sinc functions has
proven to be the most numerically reliable expression.

V. CONCLUSION

A numerically robust expression for the far field bistatic
scattered pressure from a plane triangular facet written in
terms of sinc functions, Eq. (14), has been presented. The
expression is applied for the computation of high frequency
scattering from arbitrarily shaped objects. Equation (14) has
been compared with two solutions based on the vertex re-
sponse expression, Eq. (13). The first solution is the pure
vertex response which is numerically unstable at certain
angles. The second solution, presented by Fawcett,” com-
bines Eq. (13) with the effective ensonified area, Eq. (10), in
the case where one of the coefficients of the vertex response,
Egs. (13b)—(13d), exceeds a threshold value equal to 1000.
Comparisons have been carried out by considering the ca-
nonical problem of backscattering of a plane wave from a
rigid sphere, and the expression written in terms of sinc func-
tions has been shown to be the most reliable solution in
terms of accuracy.
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Geometric sound propagation through an inhomogeneous
and moving ocean: Scattering by small scale internal

wave currents (L)

John A. Colosi®

Woods Hole Oceanographic Institution, Woods Hole, Massachusetts

(Received 20 December 2004; revised 22 November 2005; accepted 29 November 2005)

Ray equations appropriate for ocean acoustic propagation through an inhomogeneous and moving
ocean are put forth with applications to sound scattering by internal waves. The result reveals the
important role played by range dependent horizontal current shear. The Garrett—-Munk internal wave
model and observations of upper ocean shear and sound speed fluctuations suggest that inertial
frequency upper ocean shear may play a comparable role to internal wave induced sound speed
fluctuations as a source of upper ocean acoustic scattering. © 2006 Acoustical Society of

America. [DOL: 10.1121/1.2159587]

PACS number(s): 43.30.Cq, 43.30.Ft, 43.30.Es [DRD]

I. INTRODUCTION

The physics of infragravity and acoustic wave propaga-
tion in the atmosphere is strongly influenced by the signifi-
cant shear that exists in the air (Lighthill 1978; Pierce 1989).
In ocean acoustic propagation however, the effects of the
relatively gentle ocean currents have been mostly of interest
in acoustic travel time tomography using reciprocal transmis-
sions (Munk, Worcester, and Wunsch 1995 and references
therein). There have been a few examples of theoretical and
observational efforts to measure current effects from small
scale ocean processes like internal waves (Worcester 1977,
Munk er al. 1981; Stoughton er al. 1986), but here weak
scattering and travel time fluctuations were the focus.

While some general treatments exist (Ugincius 1965,
1972;Thompson 1972; Godin and Voronovich, 2004), the
ocean acoustic literature on the theory of the effects of cur-
rents on sound propagation has somewhat overemphasized
cases in which the current is only a function of depth
(Blokhintzev 1946; Keller 1954; Stallworth and Jacobson
1972a, b; Franchi and Jacobson 1972; Robertson et al. 1985)
or only the observable of travel time is treated in detail
(Munk, Worcester, and Wunsch 1995). In the theory of ocean
acoustic scattering, established work in this area (Flatte er al.
1979; Colosi et al. 1999 and references therein) has not rig-
orously evaluated the effects of ocean currents on acoustic
propagation, and the focus has been almost entirely on sound
speed fluctuations from the Garrett-Munk internal wave
model (Munk 1981). With the recent work by Dzieciuch,
Munk, and Rudnick (2004), who point out acoustic scatter-
ing mechanisms by upper ocean density compensated intru-
sive features, it is reasonable to reevaluate the scattering
mechanism from upper ocean currents.

The purpose of this paper is to examine general ray-
equations for two-dimensional (2-D) ocean acoustic propa-
gation through range dependent sound speed and current
fields, and to provide a discussion of the relative effects of

YPresent address: Naval Postgraduate School, Department of Oceanography,
Monterey CA
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sound speed and current fluctuations with regard to acoustic
scattering. The ray equations are presented in such a way as
to reveal the important effects of current shear which are not
apparent in other approaches (Uging&ius 1965, 1972; Thomp-
son 1972; Godin and Voronovich, 2004). It is shown using
the Garrett-Munk (GM) internal wave model (Munk 1981)
and observed fields of upper ocean current and sound speed
fluctuation that the current shear effects may in fact be sig-
nificant in distorting the acoustic ray path. Another recent
paper with a slightly different approach comes to the same
conclusion (Duda 2005). Further analysis, which may in-
clude direct numerical evaluations of the equations of motion
or more theoretical work, both which are beyond the scope
of this paper, will be needed to resolve this issue.

Il. 2-D GEOMETRICAL ACOUSTICS

To address a rather simple case, spatially varying but
time frozen fields of sound speed and current of the form ¢
=c(x,z) and v=[u(x,z),0,0] are assumed where x is the
horizontal coordinate and z is the vertical (depth) coordinate.
The generalization to three-dimensional cases is algebra-
ically cumbersome but straight forward. The vertical compo-
nent of the current is neglected since in a vertically stratified
ocean the horizontal component is much larger than the ver-
tical component (Pedlosky 1986). Again, incorporation of all
current components is straightforward, but algebraically te-
dious without providing much more insight. In this paper we
only consider the effects of advection on the wave propaga-
tion (See Pierce 1989, page 402 for other mechanisms) and
thus we write the wave equation for pressure p using the
advective time derivative so that

c*(d+ 0.)p = (9, +ud,)p. (1)
The acoustic dispersion relation for Eq. (1) is then given by
w(kyk.,x,2) = c(x,2) (K + K22 + u(x,2)k, (2)

and thus the rays are easily obtained by well-known methods
(See Lighthill 1978). The ray equations are:
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_x=__=_k__ kz k21/2_ 3
P P ( ) (3)
dk, dw 2 apde
—':——:—k_ k +k - 4
ot dz (ke + ko) az “
dx_dw_ Lok (5)
dt ok, TSR

dz Jw k,

— 6
dt ok, (k2 K2)1? ©

These equations can be manipulated to give the ray slope

dz dz/dt ck
dx  dx/dt

2

u(k;f +K)1? + ck,

= tan 6. (7)

In a stationary medium where ¢ and u are not explicit func-
tions of time the frequency w is conserved along the ray path
(Lighthill 1978) and thus the variable k, can be solved for in
terms of the frequency yielding

s
—ou+cVw® = (? = uz)kg
kx = (C2 _ uz) . (8)

Here the positive root is taken for propagation in the positive
x direction. Substituting this result into our equation for ray
slope gives

dz k,c )
/— .
dx Vo? - /’c?(c2 —u?)

Next an equation for k, is needed, which comes readily from
the ray equations

dk, ﬁ_wﬂ_ kau— o

dx &t dx_ \wz—kz(cz_uz)
k.o 1 o
x(—"—”+(w ki)~ C) (10)
c oz

and here the dependence on k, has been retained since fur-
ther simplification is not possible. Finally a result for ray
travel time is needed. The result comes, again, directly from
the ray equations and with a little manipulation we obtain,

dT 1

dx  dx/dt

! ( = ) (11)
—u+ .
—_—
(02 -u?) Vo? - kf(c2 —u?)
Since w is conserved along a ray, and since k, and k, are both
proportional to w we can scale out this factor by introducing
the “slowness” coordinates p,=k,/w and p,=k,/w. The ray
equations then become

dz p.C
= (12)
dx  1-pi(c*-u?)
dp pau—1 pxé?u 1 dc
dx Vl_pz( ) c 0z c“ oz
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a1 : ( u+ ) (14)
= ﬁ

dx  (*=u?) Vo = p*(c® - u?)

Equations (12)—(14) are the basic equations describing the
geometry and phase (travel time) of the acoustic ray paths,
and in this form can be easily solved on the computer. Note
the similar role that current shear (du/dz) and sound speed
gradient (dc/dz) play in Eq. (13), a result that is not as easily
apparent on other general treatments (UginCius 1965, 1972;
Thompson 1972; Godin and Voronovich, 2004). Equations
(12) and (13) of course reduce to the standard results when
u=0 (Brown et al. 2003).

An understanding of the travel time Eq. (14) can be
obtained by writing it in terms of the ray angle 6. Equation
(12) is equal to the tangent of the ray angle (tan 6) therefore
we can solve this equation giving p_ =sin 6/ Ve2—u? sin? 6
(note for u=0 the standard result p.=sin 6/c is obtained).

Substituting this expression for p, into Eq. (14) gives
dT  sec 6 R
2—( 1 cos @+ \c* —u” sin” 6)

dx -

sec 6
= /2 2 .2 N (15)
ucos @+ \c“—u-sin” 6

Equation (15) is consistent with the results of Thompson
(1972), Ugincius (1972), and Munk er al. (1995), and of
course reduces to the standard result for u=0.

lll. FIRST-ORDER EFFECTS AND CURRENT SHEAR

Equations (12)—(14) are the basic equations describing
the geometry and travel time of the acoustic ray paths, but
for ocean acoustic applications it is helpful to obtain some
first-order results in Mach number u/c<<1. With some
simple manipulation it is found that,

dr 1 c (16)
e ———
dx A\ 1222
\ Zz

dz p.C

=T (17)
dx l—pgc2
dp, 1 d 1 ol
P T =5+ (18)
dx 0z Vl—p cz 9z

and p,=sin 6/c. In Eq. (18) we have also neglected a
small term of the form (2u/c?)dc/ dz. Equation (16) shows
that the travel time correction is simply a small current
head/tail wind, an effect that has been known for a long
time (Stoughton et al. 1986). In Eq. (17) it is seen that the
ray slope is unaffected to first order in u/c. Equation (18)
displays the most interesting effect that the sound speed
gradient and the current shear come in at the same order,
since the factor \'l—pfcz is of order cos #=0(1) for rays
with angles +15°.

The main issue as to the significance of shear to acoustic
propagation are the relative size of shear and sound speed
gradients. Let c(x,z)=co(z) + dc(x,z) where c((z) is the mean
background sound speed profile and Sc(x,z) is a perturba-
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tion. In typical temperate latitudes mean sound speed gradi-
ents in the main thermocline are roughly 0.05 to 0.15 s7!. In
polar conditions and in the abyssal ocean the gradient is
much smaller and is of order the adiabatic gradient 0.01 s~
(Munk et al. 1995). For all intents and purposes we assume
the mean current shear to be zero, though this is certainly not
true near boundary current regions or near strong fronts.

To estimate the contributions to shear and sound speed
gradient from fluctuations we look at internal wave effects.
For internal wave induced sound speed fluctuations the well-
known result is (Flatté er al. 1979)

8¢ = GN*(z)¢, and &¢' = GN*(2)¢', (19)

where G~ 1500-2500 (s), ¢ is an internal wave induced
vertical displacement, N(z) is the buoyancy frequency pro-
file, and primes denote differentiation with respect to
depth. Note that the proportionality constant G that is used
is smaller than the canonical value of 3750 (s) (Flatté et al.
1979) since recent observations of sound speed variance
in the North Pacific are more consistent with the smaller
value (Xu et al. 2005). From the Garrett-Munk (GM) in-
ternal wave spectrum (Munk 1981) the mean square ver-
tical strain is estimated to be

o N
B2 NOJ*]max’

<§'2>—<gz>&<w_N)221*j“‘“* 5
CTUUN\NB) m G P

(20)

where j is the internal wave vertical mode number, j, ..
>j.=3, (&) is (7.3 m)? at a depth where N=N,=3 cph,
and B is a scale depth for the stratification of order
1000 m. Note here that the vertical mode spectrum has
been normalized using Ej:g‘ilx(j2+ j3=m/(2j+). The maxi-
mum mode number j,,, is a small scale cutoff in the spec-
trum associated with shear instability; typical values are
of order 200-300. A similar calculation for the shear but
only considering one component gives (see Munk 1981)

(N .

<M,2>:37T B2 N() J#Jmax>

21

where it is found that the Richardson number Ri=N2/{(u’?)
less than roughly 1/4 is associated with shear instability
and thus imposes the cutoff j .. The ratio of shear to
sound speed fluctuation however is independent of j ..
and so it is found that

ur/ms _( <u12> )1/2_ (3/2)1/2
sc' T \GNY{'®) T GN(z)

rms

(22)

Plugging in values of N=3, 1, and 0.5 cph, the rms ratio of
shear to sound speed gradient is 0.16, 0.47, and 0.93, re-
spectively: Not an insignificant effect. Both the shear and
strain statistics are dominated by internal wave frequen-
cies near the inertial frequency f=2() sin (latitude) where
Q) is the angular velocity of the earths rotation. Given the
crude approximation of the inertial peak by the Garrett-
Munk (GM) spectrum the shear effect could be signifi-
cantly larger (Fu 1981; Garrett 2001; Duda 2005).
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FIG. 1. Shear (color panel) and isotherm depth (black lines) from a mooring
with ADCP and temperature, conductivity, and depth (CTD) sensors in the
eastern North Pacific Ocean. The mooring was deployed for nearly one year
but data shown here were from a five day period January 13 to 18, 1999.
Large shears in the shallowest depth regions (20—30 m) are artifacts from
ADCP surface interaction, and CTD sensors only extended from 120-m
depth to 640-m depth. This image shows that shear in the ocean occurs on
relatively thin layers, and that it is advected with the internal wave displace-
ments (isotherms).

The previous discussion is all well and good, but real
observations are the best discriminator. Current shears ob-
served in the upper 300 m of the ocean using upward and
downward looking 300 kHz acoustic Doppler current profil-
ers (ADCP) are shown in Fig. 1. The data comes from an
eastern North Pacific ocean site which was part of the North
Pacific acoustic laboratory (NPAL) 1998-1999 field year
(See Xu er al. 2005 for a description of the data and the
experiment). Isotherm depths are also displayed in Fig. 1 to
show the advection of the shear along the isotherm surfaces.
The shear is concentrated below the mixed layer depth of
roughly 100 m, and is associated with the inertial response
of the mixed layer to wind forcing (Leaman and Sanford
1975; D’ Asaro and Perkins 1984; Pinkel 1984). The current
shear has peak magnitudes of roughly 0.005 to 0.01 s~' (Ri-
chardson number of order 1; the buoyancy frequency in this
depth region is of order 0.0025 to 0.0075s™" or
1.4 to 4.3 cph (Xu er al. 2005)), and a vertical spatial struc-
ture which is quite small scale. In addition to ADCP, the
NPAL mooring had 16 temperature, conductivity, and pres-
sure sensors spanning a depth region from 150 to 575 m
depth which can be used to estimate the sound speed gradi-
ents. Figure 2 shows the comparison, and it is evident that
both the vertical gradients of sound speed fluctuation (Jc’)
and current shear (u') are significantly less than the mean
sound speed gradient from the sound channel. Never-the-less
the shear effect is comparable to the sound speed fluctuation
gradient near 300-m depth, and as expected from the GM
theory the sound speed effect becomes more dominant as
shallower depths are reached where N is larger. The GM
model [Eq. (22)], however, does not get the magnitude of the
shear versus sound speed gradient correct as the model pre-
dicts a ratio of 1 at roughly 0.5 cph, while the observations
in Fig. 2 show a ratio of 1 at about 1.4 cph. This shortcoming
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FIG. 2. (Color online) Comparisons of rms shear, rms sound speed gradient,
and mean sound speed gradient from a mooring in the eastern North Pacific
ocean. Statistical averages were computed between September 1998 and
July 1999. In the upper ocean the mean sound speed gradient dominates
over the fluctuating sound speed gradients and current shear. The current
shear is non-negligible at 250-m depth.

of the GM model is not surprising as upper ocean shear is
dominated by inertial waves which are not correctly treated
in the GM model. Finally a companion paper to the present
work presented by Duda (2005) gives further observational
evidence for the comparable effects of shear and strain on
ray path propagation.

IV. CONCLUSIONS

The geometrical acoustics equations for propagation
through an inhomogeneous and moving medium reveal the
important role of current shear in the dynamics. The Garrett-
Munk internal wave model and observations of upper ocean
shear and sound speed show that shear terms in the ray equa-
tions of motion are of comparable magnitude to those terms
associated with sound speed gradient. Thus ocean shear may
be an important source of scattering in the upper ocean and
in the main thermocline, though direct integration of the
equations of motion through realistic shear fields will be
need to examine the integral effects. This paper suggests that
more work needs to be done to examine the effects of cur-
rents and shear on sound propagation.
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Confirmation of the Biot theory for water-saturated sands at
high frequencies and effects of scattering on the attenuation of
sound waves (L)
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Sound attenuation caused by the absorption and scattering of energy is studied. The Biot theory is
used to predict the absorption coefficient. The scattering attenuation applies the experimental result.
The calculated attenuation coefficient is the sum of absorption and scattering components, and is in
excellent agreement with data collected during the sediment acoustics experiment in 1999. This
implies that the frequency dependence of the attenuation coefficient due to the fluid viscosity
follows f'/? in the high-frequency range, as the Biot theory predicts. This also suggests that, at high
frequencies, the attenuation coefficient is not linear in f. © 2006 Acoustical Society of

America. [DOI: 10.1121/1.2149770]
PACS number(s): 43.30.Ma, 43.30.Ky [RS]

I. INTRODUCTION

Half a century has passed since Biot presented the first
paper regarding the propagation of elastic waves in a porous
medium.'? Biot originally intended to describe the propaga-
tion of elastic waves in a rock; however, his theory does not
explain the dispersion of acoustic waves observed in rock.
Although Biot assumes continuous pore spaces in a material,
the pore fluid is actually isolated in cracks within the rock.
Dvorkin and Nur introduced the squirt-flow mechanism® into
the Biot theory, which successfully describes the wave dis-
persion.

After incorporating Stoll’s large efforts on sediment
acoustics,” the Biot theory predicts sound-wave speeds in
water-saturated granular sediments rather well. But, the so-
called Biot theory leads to an attenuation coefficient at low
frequencies that is proportional to f> and at high frequencies
that is proportional to f/2. Some data’ suggest that the at-
tenuation coefficient is proportional to f/2. Most data, how-
ever, suggest that the attenuation coefficient is linear in f
over a wide range of frequencies.(”7 More careful observation
of data finds the attenuation coefficient includes both f!2
dependence in the middle-frequency range and dependence
close to f in higher frequency ranges.8 Nevertheless, most
theories ignore the f/? dependence of the attenuation coeffi-
cient to address the linear dependence in f. Another conflict
is that most theories cannot simultaneously explain the fre-
quency dependence both of sound speeds and attenuation
coefficients. Recently, Buckingham9 and Chotiros' sepa-
rately developed new theories based on grain-to-grain shear-
ing mechanisms. In both theories these mechanisms play an
important role in high frequencies. However, effects of the
shear are considered more important at low frequencies,
which conflicts with intuitive notions.

a)Presently at the 5th Research Center, Technical R&D Center, Japan De-
fense Agency, 3-13-1 Nagase Yokosuka, 2390826, Japan. Electronic mail:
ohkawa@jda-trdi.go.jp
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Although scattering attenuation is generally ignored in
the frequencies used in applications of underwater acoustics,
effects of scattering are much bigger than predicted by a
single scattering theory. Seifert et al. measured the scattering
attenuation in water-saturated sand and found f?> dependence
in the attenuation coefficient in the ultrahigh frequency
range.11 The mean grain size used was 230 um for fine
sands. They compared the multiple forward scattering
theory12 with data and concluded that scattering is the domi-
nant attenuation mechanism for unconsolidated sand with
grain diameters of 230 um or larger in the frequency range
100 to 1000 kHz.

In this paper, their result is used as the scattering attenu-
ation, and the absorption coefficient is computed using the
Biot theory.

Il. COMPARISON OF THE THEORY AND DATA

The Biot theory predicts two kinds of longitudinal
waves, whose wave numbers, [, for isotropic materials are
given by solving the secular equation

HP? - po* CI*- pfw2

=0, 1
Clz—pfw2 MP —m' »? M

with m’=m—i(n/ wky)\1+i(Nw/2w.), where p is the bulk
density of the porous medium, p, the fluid density, w the
angular frequency, w, the characteristic frequency, m the
added mass density, k, the dc permeability, and 7 the fluid
viscosity. Elastic moduli H, C, and M are expressed in
terms of bulk and shear moduli and the porosity of the
porous material. The modulus N is the constant deter-
mined by the structure of the medium using the concept of
the dynamic tortuosity and permeability.13 For most po-
rous media, N=1 can be assumed.'*
The absorption coefficient «, (dB/m) is given by

a,=201logjge-Im(l}), (2)

where /; is the phase velocity of Biot’s fast wave.
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The algebraic sum of the above components gives the
total attenuation coefficient,

The phase velocity and attenuation coefficient are com-
pared with the experimental data collected during the sedi-
ment acoustics experiment in 1999 (SAX 99).%15 The model
parameters are the same as those in Williams ez al.® Figure 1
shows the sound-speed ratio is in excellent agreement with
the experimental result. Figure 2 shows the calculated attenu-
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ation coefficient is also in excellent agreement with the data
for overall frequencies. In Fig. 2, each component of the
attenuation coefficient is depicted. As seen from the figure,
intrinsic attenuation is dominant at frequencies below
50 kHz, while scattering is dominant at frequencies greater
than 200 kHz. The mean grain size of sand at the site of SAX
99 ranges from 400 to 500 um, so the actual scattering at-
tenuation may be larger. The frequency dependence of
sound-wave attenuation in water-saturated sands is quite
similar to that of sound absorption in seawater.

Finally, the sound-speed dispersion and absorption coef-
ficient are recalculated via the Kramers-Kronig (K-K)
relationshipm’18 and replotted on the sound-speed and at-
tenuation data. The sound-speed dispersion (dashed lines in
Fig. 1) is calculated using the intrinsic attenuation, which is
estimated by the measured attenuation—Eq. (3). The disper-
sion curve is found to follows the Biot theory. In turn, the
absorption coefficient is calculated using the measured sound
speed and plotted in Fig. 2. The absorption coefficient
(dashed lines) follows the Biot theory in the high-frequency
range from 1 to 50 kHz. The large deviation from the data at
higher frequencies may be due to the measurement error.

lll. CONCLUSION

Effects of scattering on the attenuation are much greater
than expected in the frequency range used in underwater
acoustics. The calculated attenuation coefficient is in excel-
lent agreement with data collected during the SAX 99 ex-
periments for overall frequencies. This suggests that the fre-
quency dependence of the attenuation coefficient due to fluid
viscosity follows !/ in the high-frequency range, as the Biot
theory predicts. This frequency dependence is confirmed via
the Kramers-Kronig relationship. The frequency dependence
of the attenuation coefficient was not found to be linear in f
in the data at high frequencies. The sound speed measured at
high frequencies is also in excellent agreement not only with
the Biot theory but also with the K-K relationship. Therefore,
it is concluded that the Biot theory predicts the sound speed
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and intrinsic attenuation in water-saturated sands at high fre-
quencies and that the deviation of attenuation from the Biot
theory is due to effects of scattering.
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Comment on “The cochlear amplifier as a standing wave:
‘Squirting’ waves between rows of outer hair cells?”

[J. Acoust. Soc. Am. 116, 1016-1024 (2004)] (L)
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Bell and Fletcher [J. Acoust. Soc. Am. 116, 1016-1024 (2004)] proposed that one of the functions
of activity of the outer hair cells (OHCs) might be a fluid-pumping action generating lateral fluid
flow in the gap between the reticular membrane and the tectorial membrane and they supplied
mathematical and descriptive justification for their theory which drew heavily upon the postulation
(Gold, 1948) of the need for an active mechanism in the mammalian cochlea. In the 1970s there had
been considerable speculation about how the inner hair cell (IHC) stereocilia are stimulated, whether
they are stimulated in proportion to basilar membrane displacement or velocity or both, and whether
the velocity dependence is due to subtectorial fluid flow. In 1977 experiments were conducted to
investigate the possibility of subtectorial fluid flows using a dye as tracer. The work was not reported
because it had been conducted at a time when visual observation of cochlear function had fallen out
of favor in comparison with the more sensitive techniques thought necessary to observe
submicroscopic phenomena, and secondly because it yielded a negative result. The essential details
of those experiments are reported here to note for the record the extent to which this elaborate idea

has already been tested. © 2006 Acoustical Society of America. [DOIL: 10.1121/1.2146087]

PACS number(s): 43.64.Bt, 43.64.Kc [BLM]

I. INTRODUCTION

In the 1960s and 1970s the predominant interest in fluid
motion stemmed from the various descriptions of eddies by
Békésy (1960, p. 420) in connection with the generation of a
traveling wave along the cochlear partition. His greatest im-
pact arose from his visual observations using stroboscopic
illumination leading to his traveling-wave theory. The con-
clusion was that the displacements of the vibrating structures
in cadaver ears were exceedingly small at low sound levels.
As a result, direct cochlear mechanical measurements have
since employed increasingly sophisticated techniques with
sensitivity thought necessary to reveal any useful result.

At the time, the traveling wave theory led to extensive
fluid mechanical modeling [e.g., by Lesser and Berkeley
(1972)] where again the emphasis was on longitudinal move-
ment in scala vestibuli and scala tympani. The notion of fluid
movements within the organ of Corti, either in the tunnel
below the reticular membrane, or in the subtectorial space, at
the time, continued to be discounted because of fluid viscos-
ity. The proposal by Gold (1948) that the cochlea should
contain an active mechanism to overcome viscous effects
drew some attention at the time, yet his ideas were still
largely ignored in the 1970s despite new findings of cochlear
nonlinearity (Rhode, 1971). Models of oscillatory subtecto-
rial fluid flow were certainly published (Billone and Raynor,
1973; Zwislocki and Sokolich, 1973; Crandall, 1975) and
subsequently were addressed by the elegant morphological
studies of Lim (1986), but still they seemed remote because
of reservations about fluid damping the vibration of the
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structures preventing any resonance, primarily due to bound-
ary layer and fluid viscosity considerations. Of interest was a
model which suggested that instead of the flow being oscil-
latory, the major function may be a streaming flow across the
subtectorial gap (Steele, 1973). This possibility continues to
generate interest because of the need to account for the ex-
istence and rectification inherent in the summating potential,
which changes polarity along the traveling wave envelope
(Davis, et al., 1958; Dallos et al., 1972). Such rectification
may occur not just because of hair cell transducer character-
istics, but also because the possibility that cochlear activity
leads to a mechanical correlate of cochlear displacement-
baseline regulation (LePage, 1987). Such an “offset” may
have as its origin the motility of the OHC or indeed stream-
ing fluid flow in the subtectorial space.

Since the revelation of two types of OHC activity [sum-
mary (Kros, 2004)] there has been a revival of interest in the
notion of fluid flows, including the reports concerning flow
in the organ of Corti (Karavitaki and Mountain, 2003) and in
the gap between the reticular membrane and the tectorial
membrane (Bell and Fletcher, 2004). The latter authors pos-
tulated that OHC activity may result in some pumping action
producing subtectorial fluid flow.

The purpose of this letter is to report one experiment
which was conducted specifically to investigate the possibil-
ity of subtectorial fluid movement. These studies were car-
ried out in a number of preparations which took place over a
period from 27 June to 27 July 1977. The results were not
reported at the time, because, firstly, with the realization that
Békésy had not seen any motions of interest except at very
high sound levels, visual observations had fallen out of favor
and been replaced by more sensitive techniques. Secondly,
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they were not published because the simple experiment of
instilling tracer dye to look for fluid movement produced a
negative result. The experiments were conducted in the same
series which confirmed Rhode’s report of nonlinear mechani-
cal activity (LePage and Johnstone, 1980), so, while the ac-
tual thresholds were not recorded, some tuning-related flows
should have been observed. It is clear that the approach is
worthy of repetition with the latest techniques.

Il. METHODS

Pigmented guinea pigs of 200—250 g were prepared ac-
cording to standard procedures (LePage and Johnstone,
1980) and ethical guidelines. Methylene blue in artificial en-
dolymph solution (150 mM potassium chloride) was the dye
selected because it can be detected visually even in very high
levels of dilution. A small hole was shaved in the outer bony
wall of the cochlea, above the basilar membrane. The tip of
the injecting glass pipette had a diameter of 2 to 5 um and
was therefore smaller than a hair cell. The procedure was
visualized through a Zeiss OP1 operating microscope with
its internal forward illumination. Backward fiber optic illu-
mination through the whole cochlea was tried but was less
satisfactory. Microliter quantities of the dye were injected
into each of the fluid spaces considered, at a place about
3.5 mm from the stapes. The results for each of the chambers
was visually distinguishable. In preliminary experiments, if
the dye was injected into any of the scala, tympani, scala
vestibuli, or scala media a diffuse distribution of dye oc-
curred. The aim was to deliver dye precisely into scala media
so that any possible toxicity of the dye solution which might
otherwise occur (Zenner et al., 1994) could be discounted. If
the tip of the electrode was located in either of the two lon-
gitudinal channels—the outer and inner sulci—the dye
flowed along the bony channel and the edges of the deep
blue region were highly defined. The lower resistance to flow
of the dye along these channels meant that the experiment
could be performed away from the exact site of injection,
limiting possible injection artifacts. Once the micro-bolus of
dye was instilled, the pipette was removed.

Sound stimuli were, for the major part, pure tones.
These were delivered by an electrostatic transducer
(B&K4134 biased with 200 V dc voltage) using techniques
described in LePage (1987). The tones were varied in fre-
quency and level appropriate for the place under view over
their physiological ranges (i.e., 10 to 25 kHz, 20 to 80 dB
SPL) covering conditions required to see sharp tuning.

lll. RESULTS

The results of these experiments were typically obtained
within an hour of beginning the preparation. The hearing
thresholds were routinely monitored using the N; whole
nerve action potential threshold (LePage and Johnstone,
1980) and low thresholds could be expected for up to one
hour after that time. An important variable turned out to be
the pressure of the dye injection. Less pressure was required
to instill small localized deposits of dye into the inner or
outer sulcus, whereupon the dye would progress longitudi-
nally along either sulcus. This provided visual feedback that
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the targeted cavities were found. With high pressure injec-
tion, it was possible to see localized radial movement of the
dye in the subtectorial space under pressure alone at the site
of injection. However, in general, no stimulus-controlled dye
movement or accelerated dilution was visible. Various other
stimuli, continuous and pulsed, were tried. The results com-
pelled us to reject the hypothesis that subtectorial fluid flow
was the method by which the OHC delivered their output to
the THC stereocilia.

IV. DISCUSSION

If Bell and Fletcher’s “squirting” theory could be veri-
fied, there should have been clear evidence in our 1977 ex-
periments that the movement of the dye should have been
gated by starting and stopping sound for at least one fre-
quency in the range tried. By implication this would mean
that OHC motility is indeed efficient enough to overcome
viscous boundary layer effects (Scherer and Gummer, 2004).

Of particular interest is whether Bell and Fletcher’s term
“squirting” implies purely oscillatory fluid motion or also
entails some streaming fluid motion (net fluid transport pre-
sumably towards the IHC stereocilia). However, even if only
active squirting in alternate directions with each half cycle is
envisaged, some accelerated diffusion of the dye at the edges
of the subtectorial region should still have been visible.

Why did such a simple experiment fail to show dye
movement or dilution? A common perception is that the con-
dition of guinea-pig preparations carried out in the 1970s
was not adequate to show cochlear activity and that the first
good measurements only took place a decade later (Sellick,
et al., 1982). The connection between sharply tuned nonlin-
ear behavior and hearing threshold was established three
years earlier, because LePage and Johnstone (1980) routinely
recorded animal N, action potential threshold. Those experi-
ments were in fact the ones which first established the de-
cline in the degree of nonlinear compression with decline in
sensitivity. Moreover, those same experiments clearly dem-
onstrated the existence of sharp tuning in the frequency de-
pendence of the nonlinear gradient (LePage, 1981) and
pointed to the need to go to lower sound levels. Those early
experimental data showed categorically that it was not nec-
essary to see sharp tuning as a conventionally plotted tuning
curve, in order to see this sharply tuned effect in the fre-
quency dependence of the input-output curve. The relevance
here is that it is unlikely that the dye-tracer experiments re-
ported here to look for activity-driven fluid pumping were
conducted on preparations devoid of OHC activity.

Secondly, it is possible that the dye would not be visible
at dilutions which might have occurred corresponding to
threshold sound stimulation. It is felt this possibility is dis-
counted because the Methylene blue dye is intense for the
concentration used and was still discernable in dilutions of
three orders of magnitude. This led to our expectation of
observable streaming effects for stimulations relevant to the
operation of the cochlear amplifier, i.e., for stimulations of
below 50 dB SPL.

Thirdly, in keeping with the Gold hypothesis, the reso-
nance may be very high Q (~100). The most basic resonant
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element may therefore be tuned so highly that we scanned
too rapidly through the most appropriate frequency and level
to see any streaming (“squirting” action). This possibility
now seems unlikely. This is because at places in the basal
turn, the region displaying neural and mechanical resonance
has a Qg 4g of only 5-10; the equivalent distance span along
the cochlear partition is approximately 500 wum. If the sharp
tip of the tuning curve is made up of many even-more-
sharply stagger-tuned processes in parallel, we should still
have seen migration of the dye through bulk flow or accel-
erated dispersion of the dye due to resonance. Moreover, if
streaming flow were to occur, it should not only have been
strongly place dependent, but with flow reversal should have
been visible at some place, because fluid streaming in a
closed vessel necessitates a circuit and most likely eddies as
well.

Fourthly, Bell and Fletcher’s Fig. 1 is drawn assuming
that the subtectorial gap extends out to the open scala media
which is not consistent with the descriptions of Lim (1986),
which depict connection of the outer edge of the tectorial
membrane to the Hensen cells via the marginal net. It is
possible that this attachment of the tectorial membrane to the
Hensen cells may have provided partial rectification of the
flow (allowing only outward movement), thus preventing the
dye from moving from the outer sulcus into the subtectorial
gap. However, those experiments which actually did see dye
within the subtectorial gap in the region of the OHC origi-
nating in the inner sulcus nevertheless showed no stimulus
controlled trace of dye.

As observed above, these experiments do not test the
notion of important fluid movement in the region of the cell
bodies below the reticular membrane. In this respect Bell and
Fletcher’s title is somewhat ambiguous, because it is too gen-
eral for the main point of their theory. Their article is mainly
directed at fluid movement above the reticular membrane
such as was directly tested in these experiments. Their theory
nevertheless allows that some lateral fluid movement may
also take place between the cell bodies below the reticular
membrane, but it is not at all clear whether such a possibility
has any relevance to stimulation of the IHC stereocilia.

In the current era of very detailed and cochlear mechani-
cal measurements the dye tracer experiment still stands out
as a valid approach and should not be subject to the criti-
cisms of Békésy’s visual observations. It was not looking for
motions of microscopic structures so much as evidence of
fluid pumping action due to OHC activity. This letter points
to the need for a new experiment in a preparation with sharp
tuning demonstrated with modern techniques which include
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recording tracer movement simultaneously, preferably using
a method that can distinguish between somatic and hair
bundle motility.
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Technique for “tuning” vocal tract area functions based
on acoustic sensitivity functions (L)
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A technique for modifying vocal tract area functions is developed by using sum and difference
combinations of acoustic sensitivity functions to perturb an initial vocal tract configuration. First,
sensitivity functions [e.g., Fant and Pauli, Proc. Speech Comm. Sem. 74, 1975] are calculated for
a given area function, at its specific formant frequencies. The sensitivity functions are then
multiplied by scaling coefficients that are determined from the difference between a desired set of
formant frequencies and those supported by the current area function. The scaled sensitivity
functions are then summed together to generate a perturbation of the area function. This produces
a new area function whose associated formant frequencies are closer to the desired values than the
previous one. This process is repeated iteratively until the coefficients are equal to zero or are below

a threshold value. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2151802]

PACS number(s): 43.70-h, 43.70.Bk [AL]

I. INTRODUCTION

The shape of the vocal tract can be approximately rep-
resented by an area function; that is, the variation in cross-
sectional area as a function of distance from the glottis. A
pattern of acoustic resonances can be calculated based on the
shape of any given area function, and will indicate the loca-
tions of the formant frequencies that contribute to both pho-
netic and speaker-specific characteristics. It may be of inter-
est to know how particular changes in the formant frequency
pattern could be generated by changes to the shape of the
area function, and vice versa. For example, how might an
area function for the vowel [a] be modified so that the sec-
ond formant (F2) is increased in frequency while all other
formants remain fixed at their original values? Or perhaps
the interest may be in altering the area function to generate a
particular pattern of the upper formants (e.g., F3—-F5) such
that a distinct change in sound quality is produced, while F1
and F2 remain fixed.

The purpose of this letter is to present a technique that
iteratively adjusts (“tunes”) the shape of a given vocal tract
area function so that a specific pattern of formant frequencies
is produced. The technique is based on perturbing the shape
of an initial vocal tract configuration with a summation of
scaled acoustic sensitivity functions, such that the formants
are systematically displaced toward desired values. Although
it is well known that transformation of a set of formant fre-
quencies to a vocal tract area function does not produce a
unique solution (e.g., Schroeder, 1967; Mermelstein, 1967,
Wakita, 1973; Atal, Chang, Mathews, and Tukey, 1978;
Milenkovic, 1984; Sondhi and Resnick, 1983; Sorokin,
1992), the technique described may be useful for generating
subtle, hypothetical, modifications to a specific vocal tract
shape.
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Il. ACOUSTIC SENSITIVITY FUNCTIONS

The sensitivity of a particular formant frequency to a
change in vocal tract cross-sectional area can be defined as
the difference between the kinetic energy (KE) and potential
energy (PE) as a function of distance from the glottis, di-
vided by the total energy in the system (Fant and Pauli,
1975). A sensitivity function can be written as

KEn(l) _ PEn(l)
TE,

i=[1, ..., Nyeasl, (1)

where i is the section number (section 1 is just above the
glottis and section N, is at the lips), n is the formant
number, and

S,(i) = n=1,2,3,... and

Nareas

TE,= >, [KE,(i) +PE,(i)]. (2)
i=1

The kinetic and potential energies for each formant fre-
quency are based on the pressure P,(i) and volume velocity
U,(i) computed for each section of an area function. They
are calculated as

1plti)

and
PE, (i) = %%IPN‘) ’, (4)

where a(i) and /(i) are the cross-sectional area and length of
element i within an area function, respectively, and p is the
density of air and c is the speed of sound. The area functions
used throughout this study contained 44 sections, each with a
length of 1(i)=0.396825 cm. Hence i=[1,...,44] and the
actual distance from the glottis for each section is x
=i-1(i).
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FIG. 1. Sensitivity function calculation for a male [a] vowel based on Story,
Titze, and Hoffman (1996). (a) Measured area function, (b) sensitivity func-
tions for F1, F2, and F3.

Calculations of pressures, flows, and frequency response
functions for this study were accomplished with a
transmission-line type model of the vocal tract (e.g., Sondhi
and Schroeter, 1987; Story, Laukkanen, and Titze, 2000) that
included energy losses due to yielding walls, viscosity, heat
conduction, and acoustic radiation at the lips. This particular
implementation did not, however, include any side branches
such as the piriform sinuses, sublingual cavities, or nasal
passages. While it is recognized that these cavities may sig-
nificantly affect some formant frequencies (Dang and Honda,
1997; Espy-Wilson, 1992; Makarov and Sorokin, 2004),
their omission here does not affect the development of the
proposed method, nor would it prevent their inclusion in the
future.

As an example, sensitivity functions were calculated for
a male [a] vowel based on Story, Titze, and Hoffman (1996)
[see Fig. 1(a)] and are shown in Fig. 1(b). Each line extends
along the distance from the glottis to lips and indicates the
relative sensitivity of the first, second, and third formants
(F1, F2, and F3) to a small perturbation of the area function
[Aa(i)]. Mathematically, this can be written as,

Nareas
i Ss 5,( 24

F, a(i)

(5)

where n is again the formant number. Using S, in Fig. 1(b)
and Eq. (5) as a guide, it is observed that F1 could be in-
creased by expanding the area in regions along the vocal
tract length between 5 cm and 9 cm from the glottis and
from 14 cm to the lip termination. F1 could also be in-
creased by constricting the regions between the glottis and
5 cm, as well as between 9 cm and 14 cm. Lowering F1
would require the opposite changes in area within the
same regions. For S, an increase in F2 could be produced
by expanding the regions between 4.5-8.8 cm and
14.8—-17.5 cm, and constricting the regions of the area
function that extend from O to 4.5 cm and 8.8 to 14.8 cm;
lowering F2 would require the opposite changes in area.
Changes in F3 could be similarly carried out by modifying
cross-sectional areas in the positively and negatively val-
ued regions specified by S3. Although not shown, sensi-
tivity functions corresponding of F4 and F5 were also
calculated.
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lll. AREA FUNCTION PERTURBATION

Whereas changes to an area function that would modify
formant frequencies according to the calculated sensitivity
functions can be performed manually (e.g., Story, Titze, and
Hoffman, 2001), an automated process would be more effi-
cient, and ultimately more useful. The proposed technique
consists of superimposing scaled (to affect cross-sectional
area) replicas of the sensitivity functions on an area function.
Direct superposition of S; for any area function would raise
F1, whereas its opposite, -S|, would lower it. F2 could be
similarly controlled with superposition of a scaled S, replica,
where +S, would increase F2 and —S, would decrease it.
Higher frequency formants (e.g., F3, F4, and F5) could also
be controlled with superposition of their respective sensitiv-
ity functions. Shifting multiple formants simultaneously
could be carried out with superposition of the sum of
+51,+85,,+83,..., =5,

The prediction of formant frequency change based on
sensitivity functions is, however, limited to small area
changes (approximately <10%). Thus, sensitivity functions
need to be recomputed after any small amount of area
change, and a new perturbation determined. This can be per-
formed iteratively until arriving at an area function that pro-
duces a desired set of formant frequencies. The process is
mathematically represented as,

N fmts

() = (i) + 2 2,8, (0)
n=1

i= [1’Nareas] k= [O’Niter]' (6)

With the initial area function denoted by a(i), the a;(i)’s and
Sy, s are vocal tract area functions and sensitivity functions,
respectively, at successive iterations. The coefficients Zn,
scale the sensitivity functions so the area function perturba-
tion displaces the formant frequencies in the desired direc-
tion. At every iteration, the znk’s are determined by

fn_Fnk
W= TE

llk

. (7

where F, is a set of target formant frequencies and the Fnk’s
are the formants that correspond to the kth area function. «
is an additional scale factor that can be used to speed the
iterative process and is typically set to a@=10. The itera-
tions continue until the root of the sum of the squared
differences between target formants and those of the kth
area function,

E (‘El Filk) (8)
is less than a desired tolerance value. For this study, the
iterations were allowed to proceed until §<0.1 Hz.

To protect against cross-sectional areas becoming too
small over the course of successive iterations, the superposi-
tion is performed logarithmically for those areas within an
area function that are less than 1 cm? so that Eq. (6) be-
comes,
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Nimts

ali)+ 2 2,5, () for ay(i) > 1
n=1

. . :< mets
i 0) exp(ln(ak(i))+ln( > 2 S (1) + 1))

n=1

for (i) < 1.
)
In addition, a minimum area threshold is set such that,
a1 (i) = max[ay,, (i),0.1], (10)

where the 0.1 is in units of square centimeters.

It is noted that Carré (2004) proposed a similar iterative
technique for modifying the shape of an area function, spe-
cifically a uniform tube. His technique was based on using
sensitivity functions as deformation patterns, but did not in-
clude individual scaling coefficients like the z, ’s specified
here. Instead, each sensitivity function was always scaled
with an amplitude of £1.0, as well as a “deformability func-
tion” that constrained specific regions of the area function.
Because of the constraints on the scaling coefficients, Carré’s
method apparently does not allow for the specification of a
desired formant pattern, but rather modifies the area function
successively with constant coefficients to produce a varying
formant contour.

IV. EXAMPLES OF AREA FUNCTION TUNING

To demonstrate the method outlined in the previous sec-
tion, the area function shown in Fig. 1(a) ([a] vowel) was
“tuned” in two different ways. In the first example, the sec-
ond formant was shifted upward in frequency while all other
formants (F1, F3, F4, and F5) were held constant at their
original calculated values. For the second example, the upper
formants were shifted toward each other so that they formed
a cluster in the vicinity of about 3000 Hz [this is a typical
frequency range of the “singing formant” (Sundberg, 1974)].

A. Upward shift of F2

With the [a] area function (Fig. 1) serving as the initial
vocal tract configuration a(i), the corresponding initial (cal-
culated) formant frequencies were,

F, =800,1136,2770,3448,4240 Hz, n=1,2,3,4,5
(1
and the target set of formant frequencies were set to,
F,=3800,1400,2770,3448,4240 Hz n=1,2,3,4,5,
(12)

where only F2 differs from the original formants. Based on
Eq. (7), and with @=10, the initial z coefficients were

21,= 0.0, (13)

Ve) =10

FamFy | { 1400 - 1136
0 FZO -

=232, 14
1136 ] (14
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FIG. 2. Example of area function tuning to produce an upward shift of F2
based on the [a] vowel in Fig. 1(a). (a) Area function perturbations at the
first (solid) and the twentieth (dashed) iterations. (b) Values of the z for the
first three coefficients as they converge toward 0.0 over 257 iterations. (c)
Initial (solid) and modified (dashed) area functions. (d) Frequency response
functions of the initial (solid) and final (dashed) area functions; the vertical
lines represent the target formant frequencies.

23,=24,=25,=0.0. (15)

The perturbation pattern imposed on the initial area function
at the first iteration is simply 2.325, and is plotted as the
solid line in Fig. 2(a). Note that the y-axis is shown as “A
area cm”” to indicate the cross-sectional area that is added
to, or subtracted from, the area function and represents
Aa(i) in Eq. (5). The shape of the perturbation will gradu-
ally evolve over the course of the iterations to reflect the
progressive change in sensitivity of the modified area
function. As an example, the perturbation at the 20th it-
eration is shown as the dashed line.

After 257 iterations, 6<0.1 Hz and the z coefficients
corresponding to each formant have converged toward zero
as shown for the first three formants in Fig. 2(b); the z coef-
ficients for F4 and F5 similarly converge but are not shown
in order to preserve the clarity of the figure. The original and
final area functions are shown in Fig. 2(c), where it can be
seen that the tuning process has generated an expansion of
the pharyngeal part of the vocal tract, and a reduction of the
cross-sectional areas in the oral cavity and just above the
glottis. The corresponding frequency response functions are
plotted in Fig. 2(d) and indicate that the second formant fre-
quency produced by the modified area function is precisely
matched to the target frequency of 1400 Hz. The other for-
mants were successfully maintained at their original values.

B. Clustering of F3, F4, and F5

A second example of area function tuning is shown in
Fig. 3. The initial area function was the same [a] vowel used
in the first example. As before, the initial calculated formants
were,
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FIG. 3. Example of area function tuning to compress the distance between
F3, F4, and F5, while maintaining F1 and F2 at their original values. (a)
Area function perturbations at the first (solid) and the twentieth (dashed)
iterations. (b) Values of the z coefficients as they converge toward 0.0 over
403 iterations. (c) Initial (solid) and modified (dashed) area functions. (d)
Frequency response functions of the initial (solid) and final (dashed) area
functions; the vertical lines represent the target formant frequencies.

n=1234,5
(16)

F, =800, 1136,2770,3448,4240 Hz,

but the target values were set to be,

F,=2800,1136,2800,3250,3700 Hz, n=1,2,3,4,5,

(17)

which specifies that the distance between the upper formants
(F3, F4, and F5) will be decreased.

The perturbation pattern at the first iteration is shown in
Fig. 3(a), and the converging z coefficients for F1, F2, and
F3 are plotted in Fig. 3(b). In this case, 403 iterations were
required so that §<<0.1 Hz. Shown in Fig. 3(c) are the initial
and modified area functions. Relative to the initial configu-
ration, the modifications consist of slight constrictions and
expansions along the entire vocal tract length. The most ap-
parent changes are in the oral portion of the area function,
but the small changes between the glottis and about 8 cm
may have also contributed significantly to the acoustic
changes. The frequency response functions in Fig. 3(d) indi-
cate that the target formant frequencies are achieved with the
modified area function. F1 and F2 are the same as in the
initial configuration, but F3, F4, and F5 were moved toward
each other, and their combined effect produces a somewhat
enhanced amplitude in the 2800-3800 Hz range. It can be
noted parenthetically that the cluster of F3, F4, and F5 was
produced without any major changes to the length and area
of the epilaryngeal portion of the area function. This con-
trasts with the typical articulatory interpretation of the sing-
ing formant (Sundberg, 1974).
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V. DISCUSSION

A technique has been proposed that allows area func-
tions to be modified so that their formant frequencies match
a set of targets. In both of the examples, the technique was
used to successfully modify an original area function, reduc-
ing the difference between a set of original and target for-
mant frequencies to nearly zero. An inherent limitation of the
technique, however, is that it is not possible to know if the
resulting modifications to an initial area function are those
that would actually be produced by a human speaker. Hence,
the modifications can only be considered hypothetical. None-
theless, the ability to systematically perturb an area function
such that a desired formant pattern is produced may be a
useful tool to help understand how relatively subtle changes
in cross-sectional area can produce significant acoustic
changes.
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Absolute pitch is extremely rare in the U.S. and Europe; this rarity has so far been unexplained. This
paper reports a substantial difference in the prevalence of absolute pitch in two normal populations,
in a large-scale study employing an on-site test, without self-selection from within the target
populations. Music conservatory students in the U.S. and China were tested. The Chinese subjects
spoke the tone language Mandarin, in which pitch is involved in conveying the meaning of words.
The American subjects were nontone language speakers. The earlier the age of onset of musical
training, the greater the prevalence of absolute pitch; however, its prevalence was far greater among
the Chinese than the U.S. students for each level of age of onset of musical training. The findings
suggest that the potential for acquiring absolute pitch may be universal, and may be realized by
enabling infants to associate pitches with verbal labels during the critical period for acquisition of
features of their native language. © 2006 Acoustical Society of America. [DOL: 10.1121/1.2151799]

PACS number(s): 43.75.Cd [NHF]

I. INTRODUCTION

Absolute pitch—the ability to name or produce a note of
particular pitch in the absence of a reference note—is ex-
tremely rare in the U.S. and Europe, with an estimated preva-
lence in the general population of less than one in 10 000
(Profita and Bidder, 1988). Because of its rarity, and because
many famous musicians have been known to possess it, ab-
solute pitch is often considered to be a sign of exceptional
musical ability. However, it is not necessarily accompanied
by superior processing on other musical tasks (Lockhead and
Byrd, 1981; Rakowski and Morawska-Biingeler, 1987;
Takeuchi and Hulse, 1993; Burns and Campbell, 1994,
Miyazaki and Rakowski, 2002). Furthermore, most people
who do not have absolute pitch can nevertheless display sur-
prisingly accurate long-term memories for pitch when verbal
labeling is not required (Deutsch et al., 1987; Levitin, 1994).
The genesis of absolute pitch therefore presents a challenge
for auditory theory.

Deutsch ef al. (2004) found that speakers of two tone
languages—Vietnamese and Mandarin—exhibited a remark-
ably precise and stable form of absolute pitch in reciting lists

“Portions of this work were presented in “Tone language and absolute pitch:
Prevalence among American and Chinese conservatory students,” 148th
Meeting of the Acoustical Society of America, San Diego, CA, November,
2004.

YElectronic mail: ddeutsch@ucsd.edu

J. Acoust. Soc. Am. 119 (2), February 2006

0001-4966/2006/119(2)/719/4/$22.50

Pages: 719-722

of words. Given these findings, it was conjectured that abso-
lute pitch evolved as a feature of speech, analogous to other
features such as vowel quality. [In tone languages, words
take on entirely different meanings depending on the fones in
which they are enunciated. Tones are defined both by their
pitch heights (“registers”) and by their pitch contours. For
example, in Mandarin the word “ma” means “mother” when
spoken in the first tone, “hemp” when spoken in the second
tone, “horse” when spoken in the third tone, and a reproach
when spoken in the fourth tone.] It was further conjectured
that tone language speakers acquire this feature in infancy,
during the critical period in which infants acquire other fea-
tures of their native language (Kuhl et al., 1992; Doupe and
Kuhl, 1999) and so can later acquire absolute pitch for music
in the same way as they acquire the features of a second tone
language. This in turn led to the hypothesis that there should
be a much higher prevalence of absolute pitch for music
among tone language speakers than among speakers of non-
tone languages such as English. The acquisition of absolute
pitch by rare individuals who are nontone language speakers
was hypothesized to be associated with a critical period of
unusually long duration, so that it encompasses the age at
which the child can begin taking music lessons.

The present study examined the hypothesis of a speech-
related critical period for acquiring absolute pitch, by com-
paring its prevalence in two large groups of music students.
An on-site test was administered to the two groups under
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FIG. 1. Percentages of subjects who
obtained a score of at least 85% cor-
rect on the test of absolute pitch, as a
function of age of onset of musical
training. (A) No semitone errors al-
lowed; (B) semitone errors allowed.
Unfilled boxes show the results from
students at the Central Conservatory
of Music (CCOM) in Beijing, China;
these were all tone language speakers.
Filled boxes show the results from stu-
dents at Eastman School of Music
(ESM), Rochester, NY, who were non-
tone language speakers.
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highly similar conditions. The first group consisted of first-
year students who were enrolled in a required course at the
Central Conservatory of Music (CCOM) in Beijing; all these
subjects spoke the tone language Mandarin. The second
group consisted of first-year students who were enrolled in a
required course at Eastman School of Music (ESM) and who
were nontone language speakers, with both parents being
nontone language speakers (see below).

Il. METHOD

The CCOM group consisted of 88 subjects who all
spoke Mandarin. These were 28 male and 60 female, with a
mean age of 20 (range 17-34) years. The ESM group con-
sisted of 115 subjects, 54 male and 61 female, with a mean
age of 19 (range 17-23) years; these were all nontone lan-
guage speakers, with both parents being nontone language
speakers. (The data from an additional 18 students at ESM
were excluded from analysis on the grounds that they, or at
least one of their parents, spoke an Asian language. This was
the case for all those students who described their ethnic
background as Asian.) In both groups, all students who were
invited to take the test agreed to do so; there was therefore no
self-selection of subjects within either group. The two groups
were subdivided into subgroups by age of onset of musical
training. In order to make meaningful comparisons, only
those subgroups that contained at least nine subjects were
considered. These were CCOM: ages 4-5, n=43; ages 67,
n=22; ages 8-9, n=12; ESM: ages 4-5, n=21; ages 6-7,
n=31; ages 8-9, n=24; ages 10-11, n=20; ages 12-13; n
=9.

The subjects were presented with a set of 36 notes that
spanned the three-octave range from C; (131 Hz) to Bj
(988 Hz), and they were asked to indicate the name of each
note in writing. In order to minimize the use of relative pitch
as a cue, all intervals between successively presented notes
were larger than an octave. The notes were piano tones gen-
erated on a Kurzweil K2000 synthesizer which was tuned to
the standard A4 of 440 Hz, and were 500 ms in duration.
They were presented in three blocks of 12, with 4.25 s inter-
vals between onsets of notes within a block, and 39-s rest
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periods between blocks. The test blocks were preceded by a
practice block of four notes. No feedback was provided, ei-
ther during the practice block or during the test blocks. The
notes were played to subjects via a CD or DVD player, am-
plifier, and two loudspeakers. The subjects were also asked
to fill out a questionnaire concerning their music education,
where they and their parents had lived, the languages they
and their parents spoke, and (for the ESM group) what they
considered to be their primary ethnic background.

lll. RESULTS

Two separate criteria for absolute pitch were employed:
The first consisted of obtaining a score of at least 85% cor-
rect on the test, and the second also consisted of obtaining a
score of at least 85% correct, allowing for semitone errors.
The data were analyzed separately according to both criteria.

The main results of the experiment are shown in Fig. 1,
which displays two major findings. First, both the CCOM
and the ESM groups showed orderly effects of age of onset
of musical training: The earlier the age of onset, the higher
the probability of meeting the criteria for absolute pitch. Sec-
ond, the prevalence of absolute pitch was far higher for the
CCOM than for the ESM group. Statistical analyses on the
numbers of subjects meeting the criteria for absolute pitch
showed overall effects of age of onset of musical training
(with no semitone errors allowed: )(2= 11.44, df=2, p
<0.01; with semitone errors allowed, )(2:16.85, df=2, p
<0.001). Comparisons between the CCOM and ESM groups
were therefore made separately for each level of age of onset
of musical training (Fisher Exact Probability Tests were used
for all remaining comparisons). All comparisons were highly
significant: With no semitone errors allowed, for those who
began musical training at ages 4-5, p<<0.001; at ages 6-7,
p<<0.001; and at ages 8-9, p<<0.005. With semitone errors
allowed, for those who began musical training at ages 4-5,
p<0.001; at ages 6-7, p<<0.001; and at ages 8-9, p
<0.005. Comparisons were also made between the male and
female subjects within each subgroup (six comparisons with
no semitone errors allowed; six comparisons with semitone
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errors allowed). No effects of gender were found (p>0.05
for all comparisons, and there was no overall trend based on
gender in either direction).!

IV. DISCUSSION

The present findings support the hypothesis that, if given
the opportunity, infants can acquire absolute pitch as a fea-
ture of speech, which can later generalize to musical tones.
Indeed, the plots shown here for the acquisition of absolute
pitch in nontone language and tone language speakers reflect
a very similar picture, in terms of time frame, to the critical
periods inferred by other researchers for the acquisition of
first and second languages, respectively (Johnson and New-
port, 1989; Newport, 1990; Bates, 1992; Doupe and Kuhl,
1999). It should be noted that although other critical periods
have been documented, for example for the development of
ocular dominance columns in the visual cortex of cats (Hubel
and Wiesel, 1970), and for auditory localization in barn owls
(Knudsen, 1988), no other critical periods have been identi-
fied that show a similar correspondence with speech and lan-
guage in terms of time frame.

Further supporting evidence for a speech-related critical
period hypothesis comes from the finding that 8-month-old
infants can perform perceptual learning tasks that require re-
ferring to the absolute pitches of tones (Saffran and Griepen-
trog, 2001), indicating that preverbal infants have the capac-
ity to acquire absolute pitch. Other evidence linking absolute
pitch to speech comes from structural MRI findings that mu-
sicians with absolute pitch have an exaggeration of the nor-
mal leftward asymmetry of the planum temporale—an area
that is considered to be critically involved in speech process-
ing (Schlaug er al., 1995). As a further indication, the prob-
ability of acquiring absolute pitch has been reported to be
inversely related to the age of onset of musical training (Ba-
harloo er al., 1998; Profita and Bidder, 1988), suggesting a
critical period for its acquisition.

The present findings should also be considered in rela-
tion to the results of surveys obtained by Gregersen et al.
(1999, 2000) involving students taking music classes within
the U.S. The responses indicated a higher prevalence of ab-
solute pitch among those who described their ethnic back-
ground as “Asian” than among ‘“nonAsians.” Although lan-
guage was not considered in these studies, the majority of
respondents in the Asian category had been born in Asia, and
their primary language would therefore have been a tone
language or a pitch accent language.2 Furthermore, of those
born in the U.S., a large number would have had an Asian
language as their first language. Because the data obtained
by Gregersen er al. (1999, 2000) were obtained from
surveys—and so involved self-selection and were based on
self-report—and because the reported prevalence of absolute
pitch was not documented as a function of age of onset of
musical training for the different Asian linguistic groups
taken separately, their relationships to the present findings
are unclear. Nevertheless, it may alternatively be proposed
that the differences between the two groups obtained in the
present study were due to genetic factors (see also Baharloo
et al., 1998). Indeed, both critical period and genetic factors
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might be involved, since there may be strong selective pres-
sure among tone language speakers to possess absolute pitch
(Deutsch et al., 2004). In any event, this paper reports the
first large-scale study which demonstrates a difference in the
prevalence of absolute pitch in two normal populations, as
determined by administration of an on-site test, without self-
selection from within the target populations, and controlling
for gender and for age of onset of musical training.
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Two-tailpipe mufflers have become a usual solution for flow noise abatement in turbocharged Diesel
engines, since the mean flow velocity at the exhaust outlet may be reduced without increasing the
tailpipe diameter, which would give rise to an increase of noise associated with engine orders. In this
communication, the acoustic characteristics of mufflers with two tailpipes are studied. First, a global
representation of the muffler acoustics in terms of three reflection coefficients and six transmission
coefficients is presented, and a procedure to obtain, from such representation, a conventional
two-port transfer matrix by setting the reflection coefficient at one of the outlet pipes is provided. A
procedure based on the extension of the impulse method as applied to single inlet-single outlet
mufflers was devised for the experimental determination of the transmission and reflection
coefficients, and experiments on a nonsymmetric oval expansion chamber allowed one to check the
suitability of the representation. The results indicate that nonsymmetries in the location of the
tailpipes may be relevant for the design of realistic mufflers, as they may affect the source located
at each tailpipe outlet and thus the resulting exhaust noise radiated. © 2006 Acoustical Society of

America. [DOI: 10.1121/1.2159228]
PACS number(s): 43.20.Ye, 43.50.Gf [SFW]

I. INTRODUCTION

The increasing importance of flow noise, mainly in the
case of turbocharged engines in which very high flow rates
are required in order to achieve current power and torque
design values, has made it necessary to consider means to
reduce flow noise while keeping under control the pulsating
component of exhaust noise." The obvious solution to flow
noise excess, which would be simply to increase the area of
the tailpipe with the corresponding reduction in the velocity
of the discharged jet,2 is not a suitable one, since an increase
in the discharge section induces an increment in the radiated
pulsating noise.” A convenient alternative is to introduce two
tailpipes in parallel, which has become common practice.
This produces a decrease in the mean velocity of the exhaust
jet, while keeping the same diameter, so that pulsating noise
is not necessarily increased. The only point to consider is
that, since a single source has been replaced by two sources,
both the flow field in the discharge region and the radiation
field at a certain distance may be modified. These eventual
modifications must, in principle, depend on the relative po-
sition of the two tailpipes, but also on any eventual differ-
ences between the noise radiated by each of the tailpipes.
Therefore, proper design of these mufflers should account for
such differences, and thus a suitable representation which
allows one to account for these issues is required.

Additionally, two-tailpipe mufflers present an inconve-
nience from the point of view of their inclusion into usual
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linear calculation methods, since these use a two-port repre-
sentation for each muffler and for the exhaust line as a
whole. Therefore, the problem is twofold: (i) to find a suit-
able representation which may give full information about
the acoustic behavior of a two-tailpipe muffler, and (ii) to
obtain, from this full characterization, a two-port representa-
tion that may allow for the inclusion of such information into
usual calculation tools and for the analysis and comparison
of the results.

These two issues are addressed in the present paper.
First, in Sec. II, the theory of the representation proposed
will be developed and the experimental setup used will be
described. Then, experimental results for a simple but repre-
sentative case will be shown and discussed in Sec. III. Fi-
nally, in Sec. IV, a summary of the work presented together
with some conclusions are given.

Il. BACKGROUND

While several formalisms may be used for the represen-
tation of the acoustic response of a mufﬂer,4 the most intui-
tive one for the problem under study is that based on the
consideration of wave components instead of pressure and
velocity fluctuations. Considering a conventional two-port
muffler one may assume, as shown in Fig. 1(a), that both
upstream and downstream of the muffler there are two pres-
sure components: one moving toward the muffler and the
other moving away from the muffler. Denote by A the com-
ponents moving toward the muffler, and by B the compo-
nents moving away. Denote also by 1 the upstream section
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(b)

FIG. 1. Pressure components in: (a) two-port system, (b) three-port system.

and by 2 the downstream section. Then, the following rela-
tion can be established between the excitations A; and the
muffler responses B;:

Bi=R|A1+T1A,

By =RyA,+THA,

or, in compact matrix form,

B, Ty, Ry JlA,
Here, R; represents the reflection coefficient as seen from
port i, and T}; the transmission coefficient from port i to port
j. This notation allows for the direct extension to a two-
tailpipe muffler, just by not considering it as a single input-
double output device (as it works in practice), but as a gen-
eral three-port element. In this way, for the element
represented in Fig. 1(b), one has three excitations and three

responses, and writing the relations between them directly in
matrix form, one has’

B, Ry Ty T3 ||A
By |=|T, R, T3 ||Ay]. (3)
Bj T3 Tz R; ||As

In this way, one has a reflection coefficient for each of
the pipes arriving at the muffler, and transmission coeffi-
cients for all the possible transmission paths, indicated by the
corresponding subscripts. The knowledge of these nine com-
plex coefficients gives the full representation of the acoustic
behavior of the muffler. In order to determine their values,
the three following measurements are required.

(1) Excitation in duct 1, with anechoic terminations in
ducts 2 and 3, so that A; #0 and A,=A3=0, and thus

R, =B,/A,

T]2=Bz/A], T|3=B3/A|. (4)

(2) Excitation in duct 2, with anechoic terminations in
ducts 1 and 3, so that A, #0 and A;=A;=0; then

Ry=By/Ay, Ty=B/A;, Ty=Bi/A;. (5)

724 J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

Air at high
pressure

Control [ 1 Elcctrovalve

circuit

Charge
amplifiers

Spectrum [
EEE=LHEE

<«— Transducer 19

I}zm sducers
2and 3

W(-- Open ends "

FIG. 2. Scheme of the experimental setup and illustration of relevant pres-
sure components.

(3) Excitation in duct 3, with anechoic terminations in
ducts 1 and 2; now, one has A;#0 and A;=A,=0, and there-
fore

Ry=Bi3/A3, T31=B/A;, T3 =By/A;. (6)

Different experimental techniques are available (see, for in-
stance, Ref. 6) in order to perform the above-indicated tests.
In the present work, a modified version of the impulse
method’ was used, since pressure components, on which all
the previous developments are based upon, are directly ob-
tained in the time domain with a simple procedure, and the
extension of its use to the case of three-port elements is
straightforward. In Fig. 2 both the modified experimental
setup used and the relevant pressure waves recorded are il-
lustrated.

The incident pulse is generated by means of a high-
speed electrovalve that controls the discharge from a high
pressure reservoir. A proper choice of the opening time en-
sures that the spectrum associated with the incident pulse is
essentially flat. The length of the ducts placed between the
valve and transducer O, transducer 0 and the muffler, and the
muffler and the open ends is chosen so that no windowing is
necessary in order to isolate the incident, the reflected, and
the transmitted pulses, as indicated in the figure. Transducer
0 was located 15 m away from both the valve and the muf-
fler, and transducers 2 and 3 were placed 0.1 m downstream
of the muffler, and 15 m away from their corresponding open
end. However, information on reflection properties as re-
corded by transducer O is highly distorted, due precisely to
the huge duct length required to avoid overlapping. This in-
formation is only available at points located close to the
muffler, such as that indicated for transducer 1 in Fig. 2,
where it is also indicated that this transducer records the
addition of the incident and the reflected pulses. In order to
surpass this difficulty, the solution adopted in Ref. 7 was to
estimate the pulse incident on the muffler at section 1 (whose
Fourier transform will give the complex amplitude of the A,
component) from an additional test performed without any
muffler, and using the pressure recorded by transducer O only
to check the comparability of the excitations used in both
types of tests (with and without muffler). Once the incident
pulse is so obtained, subtraction from the pressure recorded
by transducer 1 in the presence of a muffler gives a suitable
estimate of the pulse reflected by the muffler, whose Fourier

Torregrosa et al.: Acoustics of two-tailpipe mufflers



transform gives the complex amplitude of the B; component.
In this way, neither the incident nor the reflected pulse re-
corded by transducer O is used for the muffler characteriza-
tion, so that any effects of wave distortion or of dissipation
due to shear will not affect the results.

Transmitted pulses do not pose any problem, since they
are obtained simply by rejecting the backward components
coming from the open ends; again, by applying the Fourier
transform to the “clean” signals one obtains the complex
amplitude of the B, and B3 components. Then, reflection
coefficient R; and transmission coefficients T, and 7,3 are
obtained from Eq. (4). Two additional tests are thus required
in order to determine the other two sets of reflection and
transmission coefficients, in which the muffler must be ex-
cited from sections 2 and 3 and the coefficients are obtained
from Egs. (5) and (6), respectively.

Now, a complete characterization of the acoustic perfor-
mance of the muffler is available, and thus the problem of
transforming this 3 X3 transmission matrix into a conven-
tional 2 X 2 transmission matrix will be addressed. With this
purpose, assume that duct 1 is the inlet to the muffler, and
consider that duct 2 is the outlet. In this way, duct 3 may be
described as a side branch, consisting of a duct of a certain
length finished by an open termination. The behavior of this
system is well known, so that one may write

A3=R;B;, (7)

where §3 represents the reflection coefficient associated with
the duct downstream of the measurement section together
with the open end. Denoting by /5 the length of this duct
portion, one has®

Ry =—Ryexp[—jB2(l3+ &,)]. (8)

Here, j=(-1)"?, B=k—-ja is the propagation constant, with
k=2mf/a,, f being the frequency and a, the speed of sound,
and « 18 the visco-thermal attenuation coefficient which, for
plane wave propagation in a circular pipe of radius r, can be
expressed as a=(1/ray)(vaf)")[1+(y-1)Pr'/?], where v is
the kinematic viscosity, y=c,/c, the ratio of the specific
heats, and Pr is the Prandtl number. Finally, the modulus
R, of the reflection coefficient for an unflanged open end
and the end correction &, representing its phase may be
closely approximated by8

Ry =1+0.013 36kr — 0.590 79(kr)* + 0.335 76(kr)?

—0.6432(kr)*, 0<kr<1.5 9)
and
]0.6133-0.1168(kr)?, kr<0.5 10)
"= 0.6393-0.1104kr,  0.5<kr<2,
respectively.
Now, from Eq. (3), one has
By =T3A, + Tp3As + R3A; (11)

and making use of Eq. (7) one may write
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FIG. 3. Expansion chamber tested (dimensions in mm).

T +T 1
A3=M with 93 = — — R, (12)
193 R3
with 1% given by Eq. (8), so that A5 is expressed in terms of
known quantities. Therefore, the three equations representing
the acoustic behavior of the muffler reduce to the two fol-
lowing ones:

By =[Ry + (T3T3/03) 1A, + [Ty + (T3T5,/93) A,,

(13)
By =Ty + (T13T3/03)JA; + [Ry + (Tp3T30/ B3) 1A,.

Finally, comparison with Eq. (1) allows the identification of
the transmission and reflection coefficients of the equivalent
two-port muffler, as

Ry =Ry +(T;3Ts)/%y),  Typ=Tip+ (T13Tsl D),
(14)

Ry =Ry + (T3 Tspl03),  Toy =Ty + (Ta3T51/05).

Of course, if necessary this information may be rendered into
the form of a usual transfer matrix," as required by most
acoustic calculation tools.

lll. EXPERIMENTS

In order to check the performance of the proposed rep-
resentation, a simple expansion chamber with the geometry
shown in Fig. 3 was considered. The acoustics of expansion
chambers with two outlets is well known: it has been studied
in Ref. 9 in the case of circular cross section, and in Ref. 10
in the case of elliptical cross section. Apart from the essential
simplicity of the geometry, which gives a good test case for
the consistency of the method, this case was chosen in order
to account for differences between the two transmission
paths. The fact that both the inlet and one of the two outlets
of this chamber are not centered should give information
about the eventual importance of tailpipe location, since
transversal modes are expected to appear and they will affect
the wave transmitted to the two outlets in a different way. To
obtain a first assessment of these issues, in Figs. 4—6 and 8
the amplitude of the measured transmission and reflection
coefficients is plotted as a function of the normalized fre-
quency f/ag. In order to facilitate the analysis, the transmis-
sion coefficients are plotted by pairs.

First, in Fig. 4, T}, and T3 are represented. It can be
observed that in T, a sharp rise in transmission can be seen
at around f/ap=2.5, which corresponds to the typical col-
lapse in attenuation associated with transversal modes, while
this does not appear in the case of 75. Obviously, this is due
to the fact that the positions of pipes 2 and 3 relative to pipe
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FIG. 4. Measured results: comparison of transmission coefficients 7', (solid
line) and T,5 (dashed line).

1 are different, and hence transmission is affected. The same
feature is observed in Fig. 5, where the corresponding in-
verse coefficients are plotted. Again, when pipe 2 is involved
a transversal mode effect appears, as evidenced by the sharp
rise observed in 75;. On the contrary, as shown in Fig. 6, the
transmission coefficients between pipes 2 and 3 do not
present any remarkable differences. In fact, comparison of
Figs. 5 and 6 indicates that the characteristic frequencies in
the attenuation patterns of 75, and T3, are roughly the same,
being determined by the fact that pipe 3 is centered and pipes
1 and 2 are located at the same distance from the muffler
axis. The only remarkable difference between T3; and T;,
can be seen around f/ay=0.9, where T3, has an attenuation
maximum with the “dome” shape typical of expansion cham-
bers, whereas in T3, a clear attenuation spike is observed
which reasonably resembles the behavior of an equivalent
reversal chamber."'

These results are fully consistent with the transversal
mode shapes for an elliptical chamber.'" The first transversal
mode to be excited is the even mode (1,0), symmetric with
respect to the major axis and antisymmetric with respect to

1.00
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& 0.50
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Sug ()

FIG. 5. Measured results: comparison of transmission coefficients 7, (solid
line) and T3, (dashed line).
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FIG. 6. Measured results: comparison of transmission coefficients 7,3 (solid
line) and T3, (dashed line).

the minor axis, with the nodal line located along the minor
axis. For eccentricities € >0.05 the cut-off frequency f, for
this mode is given byll

(f.8lag); o=7.0771 X 1077+ 0.293¢ +2.1415 X 10~*&?
+0.005¢&* +0.0021&* — 0.0013¢>
+0.0012¢°, (15)

where 6 is the semi-interfocal distance. In the present case,
from the dimensions shown in Fig. 3 one has £€=0.8249 and
6=0.0948 m, and substitution into Eq. (12) gives f,/aq
=2.55, which is in perfect agreement with the behavior
observed. The shape of the (1,0) mode is shown in Fig. 7,
where it is apparent that pipes 2 and 3 are affected in quite
a different way, thus justifying the differences observed in
the associated transmission paths.

With respect to the reflection coefficients depicted in
Fig. 8, it can be observed that, for frequencies below the
aforementioned cut-off frequency, only local differences are
found, the shape of the curves being approximately that
found for a concentric expansion chamber.” Above that fre-
quency, it is observed that, while R; and R, still have ap-
proximately the same shape, with differences in the levels
and a certain shift in the characteristic frequencies, the be-
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FIG. 7. Transversal pressure distribution for the (1,0) mode.
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FIG. 8. Measured results: comparison of reflection coefficients R, (solid
line), R, (short-dashed line), and R; (long-dashed line).

havior of R; is quite different for frequencies between 2.2q,
and 3.2a,; again, the explanation should lie in the relation
between the distribution of the relevant transversal mode and
the position of the pipe considered; in fact, from Fig. 3 it is
intuitively clear that the muffler is quite different as seen
from pipe 3, which is centered, than as seen from pipes 1 and
2.

Finally, the possibility to obtain a two-port representa-
tion, as indicated by Eq. (11), from the three-port represen-
tation available, is illustrated in Fig. 9. In this case, the same
chamber but with one of the tailpipes open (that labeled as 2
in Fig. 3) was measured with the conventional arrangement
of the experimental setup for single inlet and outlet. In all the
cases, it can be seen that acceptable results are obtained: all
the features found in the measured results are reproduced by
those reconstructed from the three-port characterization.
Only in the vicinity of abrupt changes of slope a certain
amplitude difference and a small frequency shift can be ob-
served, which are more apparent for f/a, between 1.5 and
1.7. Such differences should in principle be attributed to the
representation of the open end given by Egs. (9) and (10)
and, in any case, are small, thus indicating the feasibility of
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FIG. 9. Measurements with one open tailpipe: comparison of measured

(solid line) and reconstructed from the three-port characterization (dashed
line) transmission (left) and reflection (right) coefficients.
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the procedure and hence the possibility to incorporate the
information obtained into usual two-port calculations.

IV. CONCLUSION

A suitable description of the detailed acoustic behavior
of mufflers with two tailpipes, in terms of three reflection
coefficients and six transmission coefficients, has been pre-
sented. An experimental procedure for the determination of
those coefficients has been implemented which is a natural
extension of that associated with the impulse method as ap-
plied to single inlet-single outlet mufflers. This experimental
procedure requires three tests, each yielding two transmis-
sion coefficients and one reflection coefficient, thus provid-
ing a global representation of the muffler acoustics. Then, the
procedure to obtain, from such representation, a conventional
two-port transfer matrix by setting the reflection characteris-
tics at one of the branches has been presented.

Experimental check of the representation has been ob-
tained through the study of a nonsymmetric oval expansion
chamber with two outlets. The trends observed in the mea-
sured transmission and reflection coefficients have been
found to be consistent with the expected behavior for such a
chamber, and indicate the importance of eventual nonsym-
metries in the location of the tailpipes in relation to the
acoustic field distribution inside the chamber. This might be
a key point in the design of more realistic mufflers, since
such nonsymmetries will cause the equivalent noise sources
at the tailpipe open ends to be different, thus affecting the
resulting acoustic field radiated. More precisely, this indi-
cates that when designing a muffler with two tailpipes it may
not be advisable simply to duplicate the tailpipe geometry
used in an existing design with a single tailpipe, without
further consideration of the effects shown here.

An additional check of the consistency of the description
has been obtained by performing a conventional two-port
element characterization with the same chamber but keeping
one of the tailpipes open, and comparing the results with
those obtained from the three-port characterization and mak-
ing suitable assumptions on the reflection coefficient of the
open tailpipe. The reasonable agreement obtained suggests
that the proposed procedure is able to provide relevant infor-
mation on the behavior of two-tailpipe mufflers.
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The axial transmission technique can measure the longitudinal wave velocity of an immersed solid.
An elementary model of the technique is developed with a set of source and receivers placed in a
semi-infinite fluid coupled at a plane interface with a semi-infinite solid. The acoustic fluid is
homogeneous. The solid is homogeneous, isotropic, and linearly elastic. The work is focused on the
prediction of the measured velocity (apparent velocity) when the solid is considered to have random
material properties. The probability density functions of the random variables modeling each
mechanical parameter of the solid are derived following the maximum entropy principle. Specific
attention is paid to the modeling of Poisson’s ratio so that the second-order moments of the
velocities remain finite. The stochastic solver is based on a Monte Carlo numerical simulation and
uses an exact semianalytic expression of the acoustic response derived with the Cagniard—de Hoop
method. Results are presented for a solid with the material properties of cortical bone. The estimated
mean values and confidence regions of the apparent velocity are presented for various dispersion
levels of the random parameters. A sensibility analysis with respect to the source and receivers

locations is presented. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2146110]

PACS number(s): 43.20.Bi [RMW]

I. INTRODUCTION

In this paper we deal with predicting the reflection of a
transient wave at a plane interface between a semi-infinite
fluid and a semi-infinite solid in the ultrasonic range, when
the source and receiver are placed in the fluid. This configu-
ration is an elementary model of the ‘“axial transmission”
technique used to evaluate the mechanical properties of cor-
tical bone [Bossy et al. (2004); Foldes et al. (1995); Lowet
and Van der Perre (1996)]. This technique may also be used
for non-destructive evaluation of classical engineering mate-
rials. The technique uses the lateral wave (also known as
“head wave”) that propagates in the solid at the velocity of
longitudinal waves, close to the interface, and is refracted in
the fluid at the critical angle [Brekhovskikh (1960)]. From
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the measurements of the times of flight associated with the
lateral wave, the longitudinal wave velocity in the solid can
be estimated; this estimation is referred to as the apparent
velocity. In the context of bone evaluation, the solid and the
fluid represent bone and soft tissues (skin, muscle), respec-
tively. The purpose of such ultrasonic measurements of
bones is to identify individuals with excessive bone fragility
and fracture risk associated with various pathologies.

In principle, it would be possible to estimate mechanical
parameters of the solid from the measured elastoacoustic re-
sponse of the system that is built as the superposition of two
semi-infinite media separated by a plane interface. This im-
plies the solution of an intricate inverse problem. This work,
which presents the forward modeling of the elastoacoustic
response with several simplifying assumptions, is a first step
toward the identification of the mechanical parameters with
the axial transmission technique. This study should contrib-
ute to a better interpretation of measurements and help to
develop new ultrasonic methods.

The novelty of this work is mainly to consider the solid
homogeneous, but with random material properties. For in-
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stance, a homogeneous, linearly elastic, isotropic solid will
be described by two elastic coefficients and the mass density,
which are all assumed constant over the solid volume; how-
ever, the value of the elastic coefficients and of the mass
density are not known in a deterministic way. In other words,
we suppose that the solid under consideration is an element
of an ensemble of homogeneous solids whose material prop-
erties obey probabilistic laws. The probabilistic framework is
thought to be a good candidate to take into account intrinsic
physiological variations of bone material properties. Indeed,
bone can be viewed as a homogeneous material with random
properties because its effective macroscopic properties de-
pend on many factors (genetic, environmental, physiological,
pathological), at various length scales.

The fluid parameters and the respective locations of the
source and receivers are deterministic parameters in the
problem.

The uncertainties of the solid material parameters are
modeled by using the usual parametric approach, that is,
each uncertain mechanical parameter is modeled by a ran-
dom variable. Particular attention is devoted to the probabi-
listic model of the random variable associated with the Pois-
son ratio in order that the longitudinal and transverse wave
velocities have a finite second-order moment. The probabil-
ity models of the uncertain parameters are then constructed
by using the maximum entropy principle [Shannon (1948);
Jaynes (1957a,b); Kapur and Kesavan (1992)]. The maxi-
mum entropy principle is especially powerful in constructing
a probabilistic model of bone because available experimental
data sets are usually not sufficiently large to estimate a prob-
ability density functions by using mathematical statistics.
The expressions derived in this paper for the probability den-
sity function are a priori valid for all bone types and can be
adapted to any specific set of bone samples (specific bone
type, specific species, etc.) by providing a mean value.

Taking advantage of the simple configuration consid-
ered, an exact solution of the elastoacoustics problem is
used. This solution, corresponding to the reflection of a cy-
lindrical wave on a semi-infinite solid, is obtained with the
help of the Cagniard—de Hoop technique [Cagniard (1939);
de Hoop (1960)]. The solution is available in a semianalytic
form, namely closed-form analytic Green’s function con-
volved with a function of the source history.

The final output of the method developed is the prob-
ability density function of the apparent velocity of longitudi-
nal waves in the solid. It is calculated by using the probabi-
listic model associated with the elastoacoustic equations. The
stochastic solver is based on the Monte Carlo simulation
method. Realizations of the random variables are obtained
with generators adapted to the problem. The computational
time is reasonable thanks to the use of the Cagniard—de Hoop
solution.

The paper is organized as follows. The elastoacoustic
problem is formulated in Sec. II. In Sec. III, the procedure
for calculating the apparent velocity is presented for the
mean problem, that is, for the associated deterministic prob-
lem; the Cagniard—de Hoop solution for the elastoacoustic
response is given in this section. The probabilistic models
associated with the three uncertain parameters are con-
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FIG. 1. Model configuration. Receivers are located at points P, and P,.

structed in Sec. IV. Section V is devoted to the stochastic
solver and to the estimation of the mean value, the variance,
and the probability distribution of the random solution (vari-
able modeling the apparent velocity of longitudinal waves).
The mean values of the solid material parameters used for
the computations, obtained from the literature on cortical
bone, are presented in Sec. VI. The analysis of the random
solution is presented in Sec. VII for a set of cortical bone
samples. Finally, in Sec. VIII we outline a conclusion and in
the Appendix A deals with some of the technical aspects in
greater detail.

Il. PROBLEM FORMULATION
A. Configuration and definitions

The geometry adopted is shown in Fig. 1. It consists in
the superposition of two semi-infinite media separated by a
plane interface. The upper medium is a homogeneous acous-
tic fluid; the lower one is a homogeneous, isotropic, and
linear elastic solid.

The position is specified through the Cartesian coordi-
nates (x;,x,,x3) with respect to a Cartesian reference frame
R(O;x,,X,,X3), where O is the origin of the space and
(x1,X,,X3) is an orthonormal basis of this space. The x; axis
is chosen downward and normal to the fluid—solid interface.
The fluid occupies the unbounded domain ), defined as the
half-space x3<<0 and the solid the unbounded domain ),
defined as the half-space x;>0. The plane interface d) has
the equation x3=0.

The time coordinate is denoted by ¢. The fluid and the
solid are at rest at times #<<0. At t=0, a line source parallel
to (0;x,), placed in the fluid at a distance &, from the inter-
face, generates a cylindrical wave. Due to the nature of the
source and to the geometrical configuration, the transverse
waves polarized in the (x;,X,) plane are not excited. The
present study is conducted in the plane (O;x;,x3). The total
elastoacoustic wave motion will be independent of x,, hence,
all derivatives with respect to x, vanish in the partial differ-
ential equations that govern the wave motion. Consequently,
coordinate x, is implicit in the mathematical expressions to
follow.
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The acoustic response is calculated in terms of pressure
amplitudes at two receivers P; and P, of coordinates
(x(l),xgl)) and (x(lz),x(f)), respectively, in the plane
(O;%,,%3). The source P, and P, are placed on a same line.
This source and receiver configuration is typical of the de-
vice used in the ultrasonic axial transmission technique
(ATT) for the evaluation of the cortical layer of bone; the
angle « allows us to take into account the orientation of the

device with respect to the interface.

B. Equations for the fluid

The acoustic problem in the fluid is characterized by
p(x,1) and v(x,7), where p(x,t) denotes the disturbance of
the pressure from its undisturbed value at equilibrium in the
reference configuration and v(x,7) is the fluid particle veloc-
ity. The components in R of the fluid velocity are denoted v;.

The fluid is assumed to be homogeneous, and gravita-
tional effects are neglected in the linear acoustic equations.
In the framework of the linearized theory, it is assumed that
p(x,1),v(x,t) and their gradients are small, but also of the
same order. The constitutive equation is defined with the
inverse of the fluid compressibility denoted by K and the
mass density denoted by p,. The wave velocity in the fluid is
then defined as c¢,= \J'K/pf and the wave slowness as sy
=1/c;. The equation of motion and the constitutive equation
are

ap(x,0) == p; dwi(x,1), Vxel, (1)
ap(x,1) + K dv(x,1) = Kpy(t) 8(x;,x3+ hy), Vxel.
()

The convention of summation on repeated indices is used.
Derivatives with respect to ¢ and x; are denoted J, and d,,
respectively, and &(x;,x;) denotes the Dirac delta function
where x;=x3=0. The term on the right-hand side of Eq. (2)
introduces a line source of acoustic waves parallel to (O;x,)
characterized by its history d,¢y/(z).

C. Equations for the solid (mean solid model)

The elastodynamic problem in the solid is characterized
by o(x,t) and u(x,7), where o(x,7) denotes the stress tensor
and u(x,7) denotes the particle displacement. Their compo-
nents in R are, respectively, denoted gy and u;.

The solid is assumed to be linear elastic, homogeneous,
and isotropic. The constitutive equation is defined with the
Young modulus E, the Poisson ratio v, and the mass density
p,- The wave velocities in the solid are denoted by ¢; and cy,
where the letters L and 7T are associated with longitudinal
waves and transverse waves polarized in the direction X3,
respectively. Wave slownesses are defined as s;=1/c¢; and
sp=1/cq.

In Sec. IV, E, v, and p, will be modeled as random vari-
ables. In this section, the deterministic mechanical problem
is presented in terms of the mean values of the random me-
chanical parameters. With the notation adopted, the mean
value of a quantity is underlined: the mean values of random
variables associated with E, v, and p; are E, v, and p,, respec-
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tively. The “mean mechanical model” refers to the mechani-
cal model for which the random parameters take their mean
values.

The body force field is neglected. The equations of mo-
tion in the solid are then

- 0]U,j(x,t) + BS &tzui(x,t) = O, Vxe Qz. (3)

Introducing the linearized strain tensor as e€;=(1/2)(du;
+d;u;), the constitutive equation (Hooke’s law) is written as

O-ij:cijkqekq’ (4)

where ¢;j, is the fourth-order stiffness tensor, which is writ-
ten for an isotropic solid as

E v 1
Cijkq = m(m@ﬁkq + 5 (Bubjg + 5iq5jk)) ,
where §; is the Kronecker symbol.
In the solid, the wave velocities are defined by

_ | El-» - E 5
LN+ p-20p, " N2(+vp, )

D. Conditions at the plane interface

At the interface d() between the fluid and the solid, the
following conditions are assumed:

v3(X,0) = dus(x,1), Vx e (6)

ox(x,0)==-p(x,1), Vxedd (7)

0'13(X,[) = 0'23(X,t) = 0, Vx e ). (8)

The continuity of the normal velocity is expressed by Eq.
(6). The continuity of the pressure is depicted by Eq. (7). The
condition of frictionless contact is expressed by Eq. (8).

lll. SOLUTION OF THE MEAN PROBLEM

In an axial transmission ultrasonic experiment, the
radio-frequency signals from the physical setup are pro-
cessed following a certain procedure that yields an estima-
tion of the velocity of longitudinal waves in the solid. This
estimation is called the “apparent velocity of longitudinal
waves.” In the present modeling work, a procedure that mim-
ics the actual physical procedure is followed in which simu-
lated signals replace the actual acoustic signals. These simu-
lated signals are solutions of the elastoacoustic problem
defined by Egs. (1)—(8).

In this section we give a brief account of the
Cagniard—de Hoop method, which is used to derive an exact
semianalytical expression of the problem defined by Egs.
(1)—(8). Next, the solution is presented. Finally, the proce-
dure followed to calculate the apparent velocity of L waves
with simulated signals is detailed.

A. Background on the method of solution

The Cagniard—de Hoop method has been introduced by
Cagniard (1939) and modified by de Hoop (1960). It is a
very efficient tool for solving and investigating time-domain
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wave propagation problems in simple geometrical configura-
tions. The Cagniard—de Hoop method is extensively de-
scribed in the literature devoted to seismology [see Aki and
Richard (1980); Kennett (1983); Pao and Gajewski (1977);
van der Hijden (1987)].

With the Cagniard—de Hoop method, the solution is ob-
tained as a sum of terms each associated with a physical
wave contribution. The first step of the method consists in
algebraic manipulations of the basic equations in the
Fourier—Laplace domain dual of the space—time domain. In
the second step, each wave contribution is identified in the
Fourier-Laplace domain and transformed back to the space
time domain with the Cagniard—de Hoop technique. In es-
sence, the technique is a mathematical trick that avoids per-
forming numerical integrations over the frequency and over
the wave number. Finally, the explicit Green’s functions in
the time domain for each wave contribution are derived. The
response to a specific source history is calculated using con-
volution formulas.

The expressions derived with the Cagniard—-de Hoop
method are exact solutions of the wave propagation prob-
lems. Their are valid in the near field as well as in the
farfield.

B. Reflected wave closed form analytical solution

The fluid—solid configuration of interest in this paper has
been investigated by de Hoop and van der Hijden (1983) and
Grimal and Naili (2006). A detailed discussion of the method
and analyses of the elastoacoustic problem can be found in
these references. The notation used here is consistent with
that used in reference Grimal and Naili (2006).

The response at a receiver in the fluid domain €}, basi-
cally consists in two wave contributions: (i) the direct wave
from the source to the receiver; (ii) the wave reflected at the
interface. This reflected wave is itself the result of several
wave phenomena, namely (i) a body wave in the fluid gen-
erated from specular reflection (according to Snell-Descartes
law); (ii) lateral waves (also called “head waves”), that is,
waves associated with energy propagated in the solid, close
to interface, at the velocity of L or T waves and refracted
back in the fluid; (iif) interface waves. The direct wave path,
the specular reflected wave path, and the lateral wave path
are sketched in Fig. 2.

In the present work we focus on the lateral wave contri-
bution because, as explained in Sec. III C, it allows a direct
assessment of the L-wave velocity in the solid. A theoretical
presentation of lateral wave phenomena may be found in the
monograph by Brekhovskikh (1960, p. 260); a description of
the physical phenomena relative to the specific configuration
investigated may be found in Bossy et al. (2002).

Upon the application of the Cagniard—de Hoop tech-
nique to the reflected wave contribution in the Fourier-
Laplace domain, the contribution of the lateral waves can be
isolated from the rest of the reflected wave contributions.
This is possible because lateral wave contributions are con-
fined in a time interval 1; <t << Leps where #; denotes the arrival
time of the lateral wave and 7, denotes the arrival time of the
body wave (specular reflection). Lateral wave contributions
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FIG. 2. Wave paths. The three types of wave paths are sketched: direct
waves, reflected waves, and lateral waves (bold line).

exist only under certain conditions on the material properties
of the medium. In the present work, the analysis is restricted
to those cases where the lateral wave does exist and to re-
ceivers that are reached by the lateral wave. The first condi-
tion is equivalent to ¢; >c, and the second one to |x;|/[x;
—hy| >tan 6,, where 6, is the critical angle defined by
sin 6.=cy/c;, at which lateral waves are refracted and (x,x5)
are the coordinates of a point P in the plane (O;x,,X3).
The acoustic pressure at a receiver in the fluid corre-
sponding to the reflected waves contribution is written as

Pr(X.1) = ,y(1) * G(x,1), )

where the operator * denotes the time convolution and where
G(x,1), the Green’s function for the reflected wave contribu-
tion, is given by Grimal and Naili (2006);

if &) <sp. G(x.1)

0, < Ief,

-p
—=RRUO) 1> 1y
2TNE —

(10)

if &ty) > s, G(x,1)
(
0, <1,

—EL 3R (&)],

L<t<tg,
=9 277\"tff—l‘2 "

-p
——=L=R[R (O], 1>1;.
2m\E -1
<7V i

In Eq. (10), the operators R[] and J[-] are, respectively, the
real and imaginary parts of the quantity between the brack-
ets. de Hoop and van der Hijden (1983) investigated, in the
general case, the reflection at a fluid—solid interface with the
Cagniard—de Hoop method. They presented a solution simi-
lar to Eq. (10), although in a slightly different form due to a
difference in the formulation of the basic equations. The ar-
rival time 74 of the body wave is such that
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FIG. 3. (Color online) Acoustic response pg(X,t) versus times at P;(20,
—2) (solid line) P,(22,-2) (dashed line), dimensions in mm. Evaluated
times of flight are denoted by crosses.

typ =y (an

in which r2:(hs—x3)2+xf is the square of the distance be-
tween the source and the receiver. The arrival time #; of the
lateral wave contribution is defined by

t1= yhs = x3) + 5.%1, (12)

. 2 2 . . .
where y,= \Jsf—f. The function £ is defined on [0, + [
and is such that

hy_x3

m' /
5(7):r—2lii ‘rz \"1’2—(%-. (13)

The reflection coefficient Ry at the fluid—solid interface is

given by

Ay e vipst
AuyAg+ VoSt

where y,=(s7-&)"2, yr=(s7-8)"?, x=0.557-&, and Ay

=y, 7€+ x* The values taken by & must be such that

R[y.]=0 and R[y7]=0. Lamé’s coefficient u is defined
by u=E/2(1+v).

C. Apparent velocity of L waves

In a typical experimental setup of the axial transmission
technique, the velocity of longitudinal waves is estimated
based on the lateral wave propagation. Since the estimated
velocity depends on some parameters of the setup, it is re-
ferred to as the “apparent” velocity of L waves, and denoted
by v. In the ideal limit case where measurement errors are
zero, the apparent velocity is equal to the longitudinal wave
velocity.

The procedure for calculating v is the following.

(a) Pressure signals, as shown in Fig. 3, are calcu-
lated with the Cagniard—de Hoop technique with Eq.
(10) at the two receivers, P; and P,, separated by a
distance d.

(b) The arrival time of the wave is defined as the first
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local maximum of the pressure that corresponds to
the first zero of the function &,2¢V(t)*g(x,t). The
time delay separating the arrival times at the two
receivers is denoted by Az.

(c) The apparent velocity of the L wave is then

v="—. (15)

Wave velocity v calculated in this way is, in practice, a
good approximation of the actual velocity of longitudinal
waves in the solid. The apparent velocity corresponding to
the mean model is denoted v. Under the two following as-
sumptions, the equality v=c; is verified: (i) the waveform
remains unchanged during propagation between the two re-
ceivers; (ii) the line joining the receivers is parallel to the
interface (w=0). The first assumption is, in general, not
strictly verified because of close field effects [Bossy (2003);
Grimal and Naili (2006)]. Whether or not the second as-
sumption is verified depends on the positioning of the ultra-
sonic probe with respect to the fluid—solid interface. The de-
pendence v(w) is investigated in Sec. VIIL.

IV. PROBABILITY MODEL OF THE UNCERTAIN
PARAMETERS

Uncertainties in the transient elastoacoustics problem
defined by Egs. (1)—(4) with boundary conditions (6)—(8) are
modeled using a parametric probabilistic approach. First, the
uncertain parameters must be identified. Then an appropriate
probabilistic model must be constructed for each uncertain
parameter which is modeled by a random variable.

Since our final aim in this work is the identification of
the mechanical parameters of the solid, probability models
are constructed for the Young modulus E, the Poisson ratio v
and the mass density p,. (In a study with a different aim, one
may as well consider introducing probability models for geo-
metrical parameters and fluid parameters.) The heterogeneity
of the solid material is not addressed in this paper; the solid
is assumed to have material parameters constant over space.

In order to construct a coherent probability model, only
the available information on the random mechanical param-
eters is used. This approach avoids the use of any additional
speculated information that would yield a nonphysical esti-
mation of the probability distribution. In the context of in-
formation theory, Shannon (1948) introduced an entropy as
the measure of uncertainty for probability distributions. In
the context of statistical mechanics, Jaynes (1957a and
1957b) used this measure to define the maximum entropy
principle for the construction of a probability distribution.
This principle consists in maximizing the entropy subjected
to constraints defined by the available information. The prob-
ability models constructed for the mechanical properties in
the present work constitute particular cases of the ones de-
scribed in Soize’s works [Soize (2001, 2005)].

With the nature of the available information used for the
probabilistic models, the application of the maximum en-
tropy principle yields independent probability density func-
tions for E, v, and p,. In other words, the independence of
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the random variables associated with E, v, and p, is a con-
sequence of the use of the maximum entropy principle.

A. Young’s modulus

The Young modulus is modeled by a random variable [
with the probability density function defined using the fol-
lowing information: (1) The support of the probability den-
sity function is ]0, + o[. (2) The mean value is such that, by
construction, E{k}=E, where £ denotes the mathematical ex-
pectation. (3) The second-order moment of its inverse is fi-
nite £{1/E?} < +o. Information (1) is the thermodynamic re-
striction on Young’s modulus. Information (3) is due to the
ellipticity property of the random operator modeling the elas-
ticity tensor [see Soize (2001, 2004)]. Let Y, be the random
variable such that E=EY, and then £{Y,}=1. The probabil-
ity density function fp of [ is such that fu(E)dE
=fy,(y1)dy,. To construct the probability density function,
information (3) is taken into account by requiring that
E{In(Y,)}=c, with ¢; <+, where In designates the natural
logarithm function [see Soize (2001)]. To summarize, the
probability density function fy whose support is ]0,+ [
has to verify the following constraints:

400 +00
le(YI)dyl =1, f )’1fyl()’1)dy1 =1,

(16)

40

;< + %, with CI=J ln()’l)fyl()’1)d)’1~

-0

The application of the maximum entropy principle yields the
probability density function of Y,

le(yl) = 1]0,+w[(y1)exp(— No— )\1)’1)fo2, (17)

where 15 ,.((y) is such that, for BCR, 15(y)=1if y € B and
0 if y ¢ B, where R designates the set of real numbers. The
three Lagrange multipliers Ny, A;, and N\, introduced in Eq.
(17) are real numbers associated with the three constraints
defined by Eq. (16), and can be obtained in closed form:
No=—In(A\}/T'(\})), N\;=1/8}, and N\,=1-\;, where &
=&{Y3}-1 is the variance of Y,. Parameter &, is the coef-
ficient of variation of the random variable Y, and can be
used to control the dispersion of Y, and, consequently, of
the random variable F. Using the obtained expressions,
Eq. (17) yields

) ( )
(1/8)-1 Vi
= 1 o0 —_— 1 -=,
Ty, ) =1y, [(M)(a%) F(éfz)yl exp 5
with 0 < 8, < 112, (18)

where I'(x)=[§"r*1x dt is the Gamma function.

B. Poisson’s ratio

The Poisson ratio is modeled by a random variable Y,
with the probability density function defined using the fol-
lowing information: (1) The support of the probability den-
sity function is ]—1,1/2[. (2) By construction, &{Y,}=v. (3)
E(1-Y,)*/(1+Y,)*(1-2Y,)*}=c,, with ¢,<+c0. Informa-
tion (1) is the thermodynamic restriction on Poisson’s ratio.
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FIG. 4. (Color online) Probability density function of random variable Y,
modeling the Poisson ratio for coefficient of variation 8,=0.05 (dash-dotted
line), 8,=0.1 (solid line), and 8,=0.2 (dashed line).

Information (3) is a nontrivial condition that is required to
ensure that the second-order moments of the wave velocities
are finite. The derivation of this condition is detailed in Ap-
pendix A.

To summarize, the probability density function fy,
whose support is ]—1,1/2[ has to verify the following con-
straints:

400 +o0
J Tr,(r2)dy, =1, f yofy,(v2)dy, = v,

—o0

M (1 —y2)2 Y
o (1) (1 =2y, > "2

;< + %, with c2=J (v2)dys.

(19)

The application of the maximum entropy principle yields the
probability density function of Y,

sz(yz) =11 1127

(1-y))?
Xexp<— No—ANyor— 7\2(1 N yz)z()l’z_ 2y2)2) ,
(20)

where the Lagrange multipliers Ay, A;, and A\, cannot be
found in closed form. They are obtained by minimizing the
strictly convex function H,(N\g,\|,\,), defined by
12
Hy(No, N, Ny) = No+ Ny v+ Nyep + f CXP(— No—Niy2
-1

_ (1—)’2)2 )d
214 y2(1 -2y )%

The strictly convex optimization problem is solved numeri-
cally [Ciarlet (1989)] and ¢, is rewritten as a function of the
coefficient of variation 52=0'Y2/ v of random variable Y5,
where oy, is the standard deviation given by Eq. (20). Pa-
rameter &, allows the dispersion to be controlled. Figure 4
displays the probability density function fy2 for 6,=0.05
(dash-dotted line), 0.1 (solid line) and 0.2 (dashed line).

(21)
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C. Mass density

The mass density is modeled by a random variable R for
which the available information is the following: (1) The
support of the probability density function is ]0, + [. (2) By
construction, &R}=p,. (3) £{1/R?} < +c°. Information (1) is
the thermodynamic restriction on mass density. Information
(3) is required to get a second-order solution of the stochastic
problem [see Soize (2001, 2004)]. Let Y; be the random
variable such that R=p,Ys, and then, &{Y3}=1. The probabil-
ity density function fr of R is such that fgr(p,)dp
= fY%(y3)dy3 Information (3) is taken into account by requir-
ing that &{In(Y3)}=c; with ¢35 < +. To summarize, the prob-
ability density function fy, whose support is 10, + o[ has to
verify the following constraints:

+00 +00
f fr,(ya)dy; =1, f yafy,(n3)dys =1,
. (22)
;< + %, with C3=f In(y3)fy,(v3)dys.
These constraints are the same as those verified by the prob-

ability density function fyl. Using the same method as in
Sec. IV A yields

1 1/6‘2 1 (5‘2
— — (1/
fy3(y3) = 1]0,+oo[(y3)( 52) I‘(é“z)
Xexp(—y3/&), with0<a& <142, (23)

where &=&{Y3}-1 is the variance of Y. The coefficient of
variation &3 can be used to control the dispersion of the ran-
dom variable Y5 and, consequently, on the random variable
R.

V. STOCHASTIC SOLVER FOR THE UNCERTAIN
MECHANICAL SYSTEM

The stochastic solver used is based on a Monte Carlo
numerical simulation. First, realizations of random variable
Y=(Y,,Y,,Y;) are constructed. For each realization of Y,
the corresponding realization of the random apparent veloc-
ity V is calculated. Finally, the mathematical statistics are
used for constructing the estimations and a convergence
analysis is performed with respect to the number of realiza-
tions.

A. Acoustic pressure

The first step consists in constructing, with the adapted
generator, independent realizations Y(#6,),...,Y(6,) using
the probability density functions defined by Egs. (18), (20),
and (23). In a second step, the quantities V(6,), ..., V(6,) are
calculated using the procedure described in Sec. III with the
solution, Egs. (9)-(14), obtained with the Cagniard—de Hoop
method and Eq. (15). The equations of Sec. III B are rewrit-
ten below in order to exhibit the random quantities.

For each realization 6,(j=1,...,n), the pressure at the
receiver is given by
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Pr(x,1,0,) = 3,y(t) * G(x,1,6)), (24)
where G is the Green’s function given by the following:

if &(tyy) <S.(6), G(x,1,6)
O, << tff’

5—RIRHE.6)],

2 1> 1y
1r

277\" 22
(25)

if &(z5) > §L(0j), G(x,1,0))
0, 1<T(6),

—< ZW\/—J[R#(E’ 0)], Ty ﬁj) <1<ty

—_L%[R (£0)] t>1
@mrff 118 0 1

where S;=1/C; and S;y=1/C; are the random variables
modeling the wave slownesses, respectively, associated with
sz, and sp. The arrival time of the body wave 7 is defined by
Eq. (11). In contrast, in the probabilistic model, the arrival
time of the lateral wave contribution is modeled by the ran-
dom variable T}, defined by

T,= ’)’f(hs —x3) +S.x;. (26)

The function ¢ is given by Eq. (13). The realization Ry(&, 6,)
of the random reflection coefficient associated with Rff(f) is
written as

2
4Mj7fAR,j = YLiPrST; (27)
2 b
4#j7fAR,j + YLiPrST

where -y, =(S()=8)'"  yr=(S7(6)-8)'" ¥,
—OSSZT(G) &, and Apj= 7L,7r,§2+)(j Realization j of the
random variable associated with u is defined by u;
=EY1(0_,')/2[1+Y2(0_,')]-

Rff(g’e') =

B. Convergence analysis

The convergence analysis with respect to n is carried out
in studying the convergence of the estimated second-order
moment of V, defined by my,=&{V?}. An estimation of my,
is provided by my,=Conv?(n), where

Conv?(n) = %E V(6)>. (28)
j=1

Graphs of functions 1n— log;o[Conv?(n)] for different val-
ues of the coefficients of variation (&;, 5,, 8;) are shown in
Fig. 5, where log;, is the base 10 logarithm function. The
thin solid line represents the case for which &= 62—53
=0.05. The medium solid line, the case for which &;=

=06;=0.1. And the thick solid line, the case for which 51
=86,=6;=0.2. Convergence is reached for n>1000, n
>2000, and n>3500 in the three cases, respectively.
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FIG. 5. (Color online) Convergence of the estimated second-order moment
of V with respect to n. The coefficients of variation §(i=1,2,3) are all set
to the same value: §=0.05 (thin solid line), §=0.1 (medium solid line);
8=0.2 (thick solid line).

C. Estimation of the mean value and of the
confidence region

Let v,=V(0,),...,v,=V(6n) be the n calculated inde-
pendent realizations of the random variable V. Estimations of
mathematical expectation E{V} and coefficient of variation
Oy are given by

R
gVi=V==>v; and
Y=z

(29)

n \/z;l:l (UJ' - (1/”)EZ=1 vk)z
Vn-1 > v .

j=1

5‘/2

The quantile method is used to construct the confidence re-
gion associated with a probability level P, for random vari-
able V. The confidence region is limited by a lower and an
upper envelope denoted v~ and v*, respectively,

P~ <V=v')=P.. (30)

Let Fy be the cumulative distribution function (continuous
from the right) of V defined by Fy(v)=P(V<v). For 0<p
<1, the pth quantile (or fractile) of Fy is defined as

{(p) = inf{v:Fy(v) = p}. (31)

The lower and the upper envelopes for the symmetric inter-
val are defined by

_ 1-P, . 1+P,
v ={ 5 ) v ={ 5 ) (32)

The estimations of v~ and v* are performed by using the
sample quantiles [Serfling (1980)]. Let 0, <--- <0, be the
order statistics associated with vy, ... ,v,. Therefore, we have
the following estimations:

vT =0}, with j~=fix[n(1 - P)2], (33)
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with j* = fix[n(1 + P,)/2], (34)

U+ = l’;:]‘+,

in which fix(z) is the integer part of real number z.

VI. CALCULATION PARAMETERS AND VALIDATION
OF THE MEAN MODEL

In this section we presents the parameters used for the
calculation (source history and numerical data used for the
mean model) and some calculations used for the validation
of the mean model.

A. A set of cortical bone samples

Dong and Guo (2004) performed mechanical tests and
measured the porosity of a set of 18 cortical bone samples
obtained from 6 human femurs. The authors introduced the
usual assumption that cortical bone can be viewed as a ho-
mogeneous, linear elastic, and transversely isotropic material
with the plane of isotropy perpendicular to the long axis of
the bone. Accordingly, five elastic parameters were mea-
sured. Eighteen values were obtained for each measured pa-
rameter. Then Dong and Guo (2004) performed mathemati-
cal statistics to calculate the mean value and the standard
deviation of each parameter.

In the present work, bone is modeled as an isotropic
solid. Since the work focuses on the measurement of the
longitudinal wave velocity along the axis of bone, only E
=FE,, where E| is the Young modulus corresponding to so-
licitation of the bone along this axis is used in the present
work. Based on their experimental values, Dong and Guo
(2004) give a mean value of E;=16.61 X 10° Pa and a value
of the standard deviation, for the set of 18 samples, of
+1.83 X 10° Pa.

The mean value of the porosity ¢ for the set of samples
is $=8.95% with a standard deviation of +4.16%. For the
purposes of the present work, the density has been calculated
based on the given values of porosity by using the formula

ps=p(l =), (35)

where p, is the mass density of the bone tissue (around the
pores). The bone tissue mass density has been calculated
from the data published by Raum er al. (2005), p,
=1891 kg m~>. In the present work, p, is considered to be a
“universal” value valid for every bone sample; as a con-
sequence, p, is modeled as deterministic. The mean value
of the mass density is then p;=(1-¢)p,=1722 kg m~3 and
the standard deviation for the set of 18 samples is
+78.7 kg m~3.

B. Acoustic source

The history of the acoustic source is defined by the func-
tion
dipy(1) = sin(2mtf)exp[- 4(1f - 1)°], (36)

where f is the center frequency of the pulse. In this paper,
calculations are performed with f=1 MHz. Figure 6 dis-
plays the graph of the function r— d,¢/(1).
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FIG. 6. (Color online) History of acoustic source d,¢y(¢) with 1 MHz center
frequency.

C. Data for the mean model

The source is located at ;=2 mm from the interface.
The distance between the source and the first receiver is
20 mm. The distance between the receivers is 2 mm. The
fluid is supposed to be water: p,=1000 kg m™ and cy
=1490 m s,

The mean values of the solid (bone) parameters are
adapted from the experimental results detailed in Sec. VI A.
Only the mean values of E and p obtained from the data of
Dong and Guo (2004) have been used as input in the prob-
ability density functions of the random variables. In particu-
lar, the standard deviations derived from the experimental
measurements were not used. Indeed, the standard deviation
is not taken to be an available information for the construc-
tion of the probabilistic models with the maximum entropy
principle. This is consistent with the fact that the number of
bone samples measured in the experiments of Dong and Guo
is too small to provide converged second-order moments
(standard deviations) of the measured parameters.

The mean model is defined with E=16.61 X 10° Pa and
p,=1722 kg m~3. The mean value of the isotropic Poisson’s
ratio is taken to be v=0.3, which is the value usually as-
sumed in bone [Zysset et al. (1999)]. With these values for
the mean model, ¢; =3604 m s~!.

D. Validation

A first validation of the mean model has been obtained
by comparing the calculated velocities with velocity mea-
surements on several materials reported in the thesis of
Bossy (2003), see pp. 69-71, in an axial transmission experi-
mental setup, for different distances between the source and
the receivers. A second validation of the mean model was
obtained by comparing the calculated velocities for several
values of the angle a with velocities calculated by Bossy
(2003), see pp. 107-110, in the same geometrical configura-
tion, with the help of a finite differences code based on
Virieux’s numerical scheme [Virieux (1986)].
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TABLE 1. An estimation of mathematical expectation £{V}, standard devia-
tion oy, and the coefficient of variation Jy of the apparent wave velocity V.

v(ms™) 3574 3574 3574 3574 3574 3574 3574 3574 3574
o, 005 01 02 0 0 0 0 0 0
I 0 0 0 005 01 02 0 0 0
8 0 0 0 0 0 0 005 01 02
Evi= V(ms™!) 3573 3570 3551 3580 3600 3670 3578 3586 3632
oy(m s’_]) 89 179 347 73 147 301 90 181 363
5,(1072) 249 501 977 204 408 821 251 505 9.99
VIl. RESULTS

A. Mean value and dispersion of the apparent
velocity

In this section we focus on the case a=0. The sensitivity
of the apparent velocity v to each of the mechanical param-
eters (E,v, and p,) is presented. Each of the coefficients of
variation &(i=1,2,3), associated with E, v, and p,, respec-
tively, varies separately. For this purpose, three cases are
defined: Case 1 (8,=96, 86,=5;=0); case 2 (5,=6, §,=5=0);
and case 3 (83=90,6,=6,=0), where & takes the values
0.05,0.1, and 0.2 successively.

With the values defined for the mean model, v
=3574 ms~!. The difference between ¢; =3604 m s™! and v
is due to the changes in the shape of the response between
the two receivers.

The estimated mean values \_7 for cases 1-3 are collected
in Table 1. Note that (i) \_A/<g in case 1, while \_7>g in cases
2 and 3; (ii) the values of \_7 decrease with dispersion in case
1 while they increase in cases 2 and 3; (iii) the value of 1_7 is
more sensitive to the dispersion on v(8,) and p,(8;) than on
the dispersion on E(§)).

The confidence regions of the calculated apparent wave
velocity for P.=0.95 are plotted in Figs. 7-9 for cases 1-3.
The width of the confidence regions are 345,684, and
1348 ms™! in case 1 for the three dispersion levels, respec-

4600 ; . ’ .
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>
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g,
B
2800 ; i i ,
0 0.05 0.1 0.15 0.2 025

Coefficient of variation 81

FIG. 7. (Color online) Confidence region for a probability level of P,
=0.95 (dashed line) and estimated mean value (solid line) of the random
variable V versus the coefficient of variation associated with the Young’s
modulus.
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FIG. 8. (Color online) Confidence region for a probability level of P,
=0.95 (dashed line) and estimated mean value (solid line) of the random
variable V versus the coefficient of variation associated with the Poisson
ratio.

tively; 288,566, and 1160 ms~ in case 2; 347,716, and
1416 m s! in case 3. The width of the confidence regions
are of the same order of magnitude, however, the values
indicate that the apparent velocity is slightly more sensitive
to variations of E and p, than to variations of v. One may
also note that the upper and lower envelopes are not sym-
metric with respect to mean values.

B. Sensitivity analysis with respect to angle «

The evolution of the distribution of V with respect to «
and the dispersion levels on the random mechanical param-
eters are shown in Fig. 10. Angle « varies in [-5,5] [values
given in degrees (deg)] with a sampling angle step 0.5 deg.
The upper and lower envelopes of the confidence region
(P.=0.95) of V vs « are represented by dash-dotted lines in
case 0;=0,=03=0.05, by thick solid lines in case 8 =05,

4600 T T T T
.
4000 | e = -
Q) .
E
> .———o———/.
3400 | ® v E
e o
sy
2800 . L L L
0 0.05 0.1 0.15 0.2 0.25

Coefficient of variation 63

FIG. 9. (Color online) Confidence region for a probability level of P.
=0.95 (dashed line) and estimated mean value (solid line) of the random
variable V versus the coefficient of variation associated with the mass den-
sity.
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FIG. 10. Confidence region of random variable V versus angle « for a fixed
level of probability P.=0.95. Each plot (i.e., two similar lines) is associated
with a single value of the coefficients of variation of the uncertain param-
eters §(i=1,2,3); 8=0.05 (dash-dotted line), 5,=0.1 (thick solid line) &;

i

=0.2 (dashed line). The apparent velocity of longitudinal waves v obtained
for the mean model versus angle « is plotted in thin solid line.

=8;=0.1, and by dashed lines in case 6;=35,=09;=0.2. The
thin solid line represents the apparent velocity v obtained
from the mean model. In Fig. 10, v was plotted in order to
allow a comparison between the random modeling of the
axial transmission experiment and a deterministic modeling
(model with the values of the mean model). Both v and the
widths of the confidence regions are decreasing functions of
a. In essence, this is due to the evolution with « of the wave
paths of the waves arriving at the two receivers. In addition,
the upper and lower envelopes are not symmetric with re-
spect to v. The ratio of the width of the confidence region for
a given set of coefficients of variation and v depends weakly
on «. In other words, the orientation of the receivers line has
a weak influence on the normalized confidence region.

Viil. CONCLUSION

To our knowledge, in this paper we present the first
probabilistic model of the ultrasonic axial transmission tech-
nique. This technique can measure the longitudinal wave ve-
locity of an immersed solid, based on the propagation of a
lateral wave. This work did not focus on the velocity of
longitudinal waves itself but rather on an apparent velocity
of longitudinal waves, as measured by existing devices. This
was done in order to include some measurement constraints
in the model. Measurement constraints were modeled as de-
terministic parameters while the material parameters of the
solid were modeled as random homogeneous parameters.
The reason for this choice is that we are interested in mea-
suring solids with unknown mechanical parameters while the
measurement errors are supposed to be well controlled.

The developed random model of the axial transmission
technique was used to predict the apparent velocity when the
solid is cortical bone. The probability density functions con-
structed for the random Young’s modulus and the random
mass density are such that their mean values are equal to
mean values calculated for a set of 18 bone samples with

Macocco et al.: Elastoacoustic model



mathematical statistics. The values of the coefficients of
variation &; used in the simulations for the random mechani-
cal parameters are of the same order of magnitude as the
physiological dispersion levels for cortical bone. However,
the validity of the many assumptions must be tested in future
work, in particular, the assumptions concerning bone isot-
ropy.

The analysis has revealed a complex behavior of the
apparent velocity with respect to the levels of dispersion of
the bone material parameters. In particular, (i) the estimated
mean value of the apparent velocity varies with the coeffi-
cients of variation, and its behavior is different with respect
to these coefficients on each mechanical parameter; (ii) the
apparent velocity is more sensitive to variations of Young’s
modulus or mass density than to variations of Poisson’s ratio;
(iif) the angle a between the fluid-solid interface and the
source-receiver line has a strong influence on the mean value
and on the width of the confidence region.

APPENDIX A: CONDITIONS ON THE WAVE
VELOCITIES

Because our aim in this work is to model a technique
that allows an estimation of the longitudinal wave velocity to
be constructed, particular attention is paid to the moments of
the velocities. At least, the second-order moment of C; and
Cr must be finite.

(a) Longitudinal wave velocity. The condition is written
as

3g e N, such that E{C} < + =, (A1)

where N” is the set of nonzero integers.
Using the expression of C; deduced from Eq. (5) yields
g e N,
E9(1 - Y,)1
(1+Y,)91 -2Y,)RY
(A2)

such that E{Cj4} = €

Since random variables [, Y,, and R are mutually indepen-
dent, then

(1-Yy)*
(1+Y,)9(1 - 2Y,)

ELCTat = EENE % £ (A3)
By construction, random variable E has a finite second-order
moment (Sec. IV A). In Sec. IV B, the third information on
the Poisson ratio is E{(1-Y,)%/(1+Y,)*(1-2Y,)?} < +. Fi-
nally, in Sec. IV C, the third information on the mass density
is &{1/R?*} < +. Then Eq. (A1) holds for g=2. The finite
fourth-order moment of longitudinal wave velocity C; im-
plies a finite second-order moment of Cj.

(b) Transverse wave velocity. In order to use the third
information on Y,, we write

(1-Y,)? _( 2 1
(1+7Y,)%(1-2Y,)% \3(1+Y,) - 3(1-2Y,)

2
P
The mathematical expectation of the left hand of Eq. (A4) is
finite (see Sec. IV B). Taking the mathematical expectation

of Eq. (A4) yields
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(1-Y,)? 4
(1+Y,)2(1-27,)% | ~ 7| 9(1 + 1,)?
4
9(1 + Y,)(1-2Y,)

+&

9(1 -2Y,)? (A45)

Because each term on the right hand of Eq. (A5) is strictly
positive and finite,

< 4 o, (A6)

(1+7,)?

Since the random variable C; modeling the transverse wave
velocity is such that

EZ
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then the fourth-order moment of C; is finite and, conse-
quently, its second-order moment is finite.
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Two-dimensional problems of diffraction by finite

collinear structures
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Two closely related problems of diffraction are solved by use of the probabilistic random walk
method. The first concerns diffraction by a boundary of a half-space with a piecewise constant
boundary impedance, and the second solves the problem of diffraction by a finite segment with
different impedances on its sides. The solutions are represented as superpositions of predefined
geometric fields with several diffracted fields, which are explicitly represented as mathematical
expectations of certain functionals along the trajectories of specified random motions running across
multisheet analytic manifolds associated with the boundary conditions. Numerical examples confirm
the feasibility of the solutions. © 2006 Acoustical Society of America. [DOL: 10.1121/1.2159292]

PACS number(s): 43.20.Bi, 43.20.El, 43.20.Fn, 43.20.Dk [RMW]

I. INTRODUCTION

Problems arising in the study of wave interactions with
bounded objects may be extremely complex even in the sim-
plest geometrical configurations where one may not expect
difficulties. For example, assume a plane wave u-
= k(¥ cos Bty sin 0) jllyminates an ideally reflecting bound-
ary, y=0, of the two-dimensional half-space y > 0. Then, the
total field generated in the half-plane consists of the incident
wave u. and the reflected wave u,=Ke k(¥ cos oty sin 0)
where K=-1 in the case when the total field satisfies the
Dirichlet boundary conditions, or K=1 in the case of Neu-
mann conditions. This simple description of the reflected
waves is easily extendable to the more general impedance
boundary condition (u;+iBu)|y=0 with a constant imped-
ance B, and it is more difficult, although still possible, to
describe the wave fields analytically in the case when the
impedance has one constant value in the domain x<<a and
another constant value in the domain x>a, where a is an
arbitrary point. However, if the boundary of the half plane is
subdivided into three parts with different, but not necessarily
distinct, constant impedances the problem of computation of
the total wave field becomes quite complex, and it does not
have a conventional closed-form solution.

Most recently, the problem of diffraction by a three-part
impedance plane was addressed in Ref. 1 on the basis of the
Sommerfeld-Maliuzhinets spectral representation of the
wave fields. In that paper the problem is reduced to a system
of functional equations which are then converted to indepen-
dent integral equations. In the case when the central piece of
the three-part boundary is short compared to the wavelength,
the obtained integral equations are solved asymptotically. In
the past, similar problems have also been treated by the
method of integral equations or by the Wiener-Hopf method,
which also leads to integral equations. A brief review of such
work is presented in Ref. 1, and so we do not elaborate on it
here in more detail.
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In this paper we explicitly solve two closely related two-
dimensional problems of diffraction by finite collinear struc-
tures: (i) the problem of diffraction by the boundary of a
half-space with an (N+ 1)-piecewise constant boundary im-
pedance, and (ii) the problem of diffraction by a finite-length
segment with different impedances on its sides. The solutions
are represented as superpositions of the geometric fields that
are predetermined by geometrical-optics with a number of
diffracted fields U, U,,..., centered at the points O, 0,,...,
where the impedance has jumps. Every diffracted field is
represented as the product U,=e"*"ny,(r,,6,), where (r,,6,)
are polar coordinates centered at the points O,. The ampli-
tudes u,(r,,6,) are determined from the complete transport
equations VZu,+2ik du,/d6,+iku,/r,=0, which are solved
by explicit Feynman-Kac formulas as mathematical expecta-
tions of specified functionals on trajectories of random mo-
tions determined by the geometry of the problem. This ap-
proach is based on the random walk method developed in
Refs. 2 and 3, but here we employ random motions running
across a specific multisheet analytic manifold associated with
the boundary conditions.

These two problems are treated in the following two
sections. Section II is devoted to the problem of diffraction
in a half-plane with a piecewise continuous boundary imped-
ance, and Sec. III addresses the problem of diffraction by a
finite segment. Each of the sections ends with numerical ex-
amples illustrating several cases of the obtained solutions,
and Sec. II provides a brief introduction to the stochastic
processes employed in this paper.

Il. DIFFRACTION IN A HALF PLANE WITH A
PIECEWISE CONSTANT BOUNDARY IMPEDANCE

A. Formulation of the problem

The problem of diffraction of a plane wave

U. = e—ik(x cos B:+y sin 0*)’

0< 6. <, (2.1)

in a half-plane y >0 with the boundary impedance B(x) con-
sists of the computation of the bounded solution of the
Helmbholtz equation
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FIG. 1. Diffraction in a half-plane with a piecewise constant boundary im-
pedance for the particular case N=3.

VAU+KU=0, (2.2)
which satisfies the impedance boundary conditions
aU(x,
% +ikBWUG,y)| =0, (2.3)

y=0

and which does not contain waves arriving from infinity ex-
cept for the incident wave U.. If the generally complex co-
efficient B(x) is restricted by

Re(B) =0, (2.4)

then the problem is well-posed, but the actual computation of
its solution is not a trivial task, except for the trivial case
B(x)=const, and a somewhat more complicated case where

By=const ifx<a
B(x) =

2.5
if x>a, 23)

B, = const

which also admits an explicit closed-form solution.*
Here we study the more general problem of a half-plane
with an arbitrary piecewise constant boundary impedance

B(x)=B,=const onxel, 1<n<N+1, (2.6)

where B, are constants restricted by Eq. (2.4), and I, are
defined as the intervals

I1=(- ©,ay), L=(ay,ay), ..., Iy, =(ay, ®), (2.7)

separated by N distinct points a; <a,<--- <ay, as shown in
Fig. 1.

Elementary geometric-optical analysis suggests that the
solution of the problem with N discontinuities of the imped-
ance can be sought as a superposition

U=U:«+U,.+U +Uy+ -+ + Uy, (2.8)

where the first two terms U. and U, are defined in advance,
while the other N terms U;,U,,...,Uy, which will be re-
ferred to hereafter as diffracted waves, are yet to be deter-
mined. The first term U is the incident wave (2.1). The
second term is a piecewise continuous reflected wave

Ur — Rme—ik(x cos Bx—y sin 6:) if (x,y) e Qm’ (29)
where the reflection coefficients
sin 6= —B,,
=", 1=m=N+1, (2.10)
sin 6« + B,,
are associated with the domains
Q,. x+ycotb.el, 1ls=ms=N+1, (2.11)

separated by the lines
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FIG. 2. Polar coordinates (r,, 6,) and (r,,,0,,).

L: (x—ay)sin s+ycos =0, 1<n<N, (2.12)

shown in Fig. 1 for the particular case when 0<@:<w/2
and N=3.

It is obvious that the sum (Ux«+U,) satisfies all of the
conditions of the problem of diffraction except that it is dis-
continuous along each of the lines [, defined in Eq. (2.12).
Correspondingly, we require that every diffracted field U,
obeys the Helmholtz equation (2.2) and the boundary condi-
tions (2.3). Additionally, to compensate the discontinuity of
(U«+U,) along the nth line [,, we require that the nth field
U, obey the interface conditions

x—a, .
Ulr-U,|,=R,- R,Hl)exp(— ik - ika, cos t%),
n ln cos 6
(2.13)
au, au,
— = — , (2.14)
on |- on |

where [, and [} are the left and the right sides of /,, respec-
tively.

B. Computation of the diffracted fields

To describe the diffracted fields U, with 1<=n<N it is
convenient to introduce N different polar coordinates (r,,, 6,)
centered at the points with the Cartesian coordinates x=a,,
y=0.

The main advantage of the new coordinate systems is
that they provide analytic criteria for determining whether or
not a given point P belongs to a chosen interval /,, between
a,, and a,,,,. To formulate such criteria we apply the cosine
theorem to the triangle a,,Pa,,.; shown in Fig. 2 and derive
the results that the coordinates (r,,,#,,) and (r,,6,) of the
same point P are related to each other by

P = \r’/ri + Lfym + 2L, 1, cos 6,, 6,=F(r,6,L,,),
(2.15)

where

Lmn =4, — Ay, (2 16)
and

rcos 0+ L
F(r,0,L) = arccos (2.17)
PP+ L%+ 2Lrcos 6

is an analytic function which admits a less geometrically
transparent but more convenient form
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L i60
rre ) (2.18)

i
F(r,0,L)=~log| —— |.
r ) 20g<L+re_‘9

Then, analyzing the triangle a,,Pa,,.; shown in Fig. 2
we see that P € [, if and only if 6,,,,—6,,=, which may be
formulated in the coordinates (r,, 6,) as

Pe Im@f(rn’ en’an_amﬂ) —.7:(}’”, 0117an_am) =m,

(2.19)
where F(r,60,L) is the function (2.18).

It is important to note that since F(r, §,L) is an analytic
function of r and 6, then Eq. (2.19) determines a two-
dimensional multisheet manifold

/Jf’::l) = {rn’ an:f(rm 9,1,(1” - am+1) - f(rn’ anaan - am) = 77}’

(2.20)
which may be considered as an analytical continuation of the
segment [, described in terms of polar coordinates (r,, 6,).

In the coordinates (r,, 6,) the line [, from Eq. (2.12) is

described as
1,={r,,0,:r,>0,0,=¢} where p=1m— 0., (2.21)

and the interface conditions (2.13), (2.14) have the form

.k au, au,
Uyl =U,| = Knel n, - | = s (222)
n L on |+ on |-
where
Ky = (R, = Ry )e™n e o, (2.23)
Then, seeking U,(r, 0) as the product
Un(r,0) = u,(r.0)e", (2.24)
we arrive at
r u, 1 \ou, 1Pu, ikr
—— +r| s +ikr +-— +—u,=0, (2.25)
2 ar 2 ar 296 2
accompanied by the conditions at infinity
u,(r,0)=0(1) asr— » 0+ ¢, (2.26)
the interface conditions
u,(r,p+0)—u,(r,p-0)=K,,
du,, du,,
— = — , (2.27)
90 | p=gro 99 | o=g0
and by the boundary conditions
ou,(r,0
IMl10) e B (- O () =0 if §=0,
du,(r, 6 .
- L +ikrB,(r, O)u,(r,0) =0 if 6=, (2.28)
where
B, if(r,0) e ",
B,(r,0) = . (2.29)
0 otherwise.
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Since ’If:) are defined by Eq. (2.20) as analytic continu-
ations of the intervals I,,, it is natural to view B,(r, #) as an
analytic continuation of the piecewise constant impedance
B(x) from the one-dimensional domain /=U,[, to a two-
dimensional multisheet analytic manifold 7= Um’If?:‘) de-
scribed in polar coordinates (r,, 6,) by Eq. (2.20).

In Ref. 3 we introduced a method for explicit solution of
Eq. (2.25) in the finite angle o< #<< B with interface bound-
ary conditions of the type (2.27), and it is easy to see that this
method can be straightforwardly applied to the problem
(3.20)—(3.24) formulated earlier. As a result, we arrive at the
representation of u,(r, 6) in the form

u,(r, 6)

=K,E 2 ‘Sv((l’)exp(f‘ry ik§z|:% +B,(&, 77t)d)\z:|) >
v=1

0
(2.30)

the exact meaning of which is explained in the following.

The mathematical expectation E is computed over the
trajectories of the independent random motions & and 7,
referred to hereafter as the radial and the angular motions,
respectively.

The radial motion is launched at the time r=0 from the
position &,=r and is controlled by the stochastic differential
equation

&=r, d&=Edw! + g,(% + ikf,)dt, (2.31)

where w is the standard one-dimensional Brownian motion.
As shown in Ref. 2 the radial motion & drifts toward the
unreachable point {é=i/2k and, at any time >0 it is located
inside the quadrant Re(¢,) >0, Im(&,)=0.

The angular motion 7, and its local time A, are stochastic
processes determined by

dw? if0<m <

=0, dn=\-dt if 5,=0 (2.32)
dr if =,
0 ifo<my<m

No=0, d\= i (2.33)
dt if 5,=0or p,=m,

which show that while #, is located inside the interval O
< 7, < it runs as a Brownian motion and \; remains con-
stant, but when 7, reaches the interval’s border the local time
\, increases and 7, is deterministically reflected back to the
segment a distance equal to the increase of A,.

The angular motion running inside the interval [0, 7]
touches the fixed point 7=¢ from Eq. (3.13) at the times 7
=7, enumerated by the index v=1 which determines the
factors 8,(¢) by the following rules:
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1 if (b < 7]TV—0 and 7]TV+0 < d)
S(p)=1-1 if¢p>n, o and 7,,0>¢

0 otherwise.

(2.34)

It is clear that §,=1 if at the time 7, the interface 7=¢, or
n=, is crossed from left to right. Similarly, the value J,
=—1 corresponds to the crossing from right to left, and J,
=0 is the case when the interface is touched but not inter-
sected.

Finally, it is important to observe that since the radial
motion & is confined to the first quarter of the complex
plane, the absolute value of the exponent in Eq. (2.30) de-
creases as v— o at the rate O(e”€"), with €>0, which guar-
antees the convergence of Egs. (2.30) and (2.24).

C. Discussion of the probabilistic solution

A rigorous discussion of stochastic differential equa-
tions, stochastic integrals, and of local times can be found in
the literature on stochastic processes,s’(’ but for our purposes
it suffices to view the random motions &, 7, and the integrals
from Eq. (2.30) as the limits as Ar— 0 of discrete processes
as described in the following.

The radial motion ¢, that is controlled by the stochastic
equation (2.31) can be considered as a sequence of random
jumps

gt - §r+Az = gt + gt\‘”’E + gt(% + ikgl)At’

following each other with an infinitesimally small time in-
crement Ar—0. Similarly, the angular motion 7, may be
approximated by discrete jumps determined by the rule

(2.35)

7= \’E if 7, #0,a
7, — At
7+ At

/N if 7,=0 (2.36)

if p, =,

depending on the current position of the moving point. These
discrete approximations of the radial and angular random
motions are closely related to the possibility of approximat-
ing the integrals from Eq. (2.30) by the Riemann sums

vAr<t vAr<t

t t
f Eds ~ ADE J £dN? = A0 E
0 v=0 0 =0
(2.37)

where the factors

| 1 if vAr=0 ) 1 if vAt=«
Q = Q =
Y10 otherwise, Y10 otherwise,

indicate the times when the angular motion 7, is reflected by
the boundaries =0 and 7=, respectively. Correspond-
ingly, the local times )\ll and )\12 can be approximated as

(2.38)

t vArs<t
N = f AN = A0 n=1.2. (2.39)
0

v=0

It is important to emphasize that the discrete motions
(2.35) and (2.36) can be regarded as the Euler approxima-
tions to the solutions of the stochastic differential equations
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(2.31) and (2.32), but these approximations should by no
means be considered as the sole methods of numerical simu-
lation of the random motions &, and 7, defined by Egs. (2.31)
and (2.32). Similarly, expression (2.37) should not be re-
garded as the sole method of computing the integrals from
Eq. (2.30) which they indeed approximate. The situation here
is reminiscent of the classical theory of integration, where
the Riemann sums provide a handy interpretation of the in-
tegrals while the actual integration is more efficiently done
either analytically or by sophisticated and efficient numerical
schemes.

Finally, for better understanding of the obtained proba-
bilistic solution it is instructive to analyze how the trajectory
of the random motion (&, 7,) hits a boundary #=0 or 6=.

For definiteness and simplicity we assume that the index
n is fixed which means that we consider only one particular
field U,. Then, the motion (§,, 7,) starts from the real-valued
position (&, 7,)=(r, ), where (r, ) are the coordinates of
the observer P in the nth coordinate system. Since the angu-
lar motion 7, stays on the real interval (0, ) and the radial
motion ¢ runs across the complex plane, the trajectory of
(&,, ;7,) belongs to the space C X R and completely determines
the path of the control functions

pm(t) = ]:(gta /A am+1) - f(gt’ [/ am)» (240)

O=m=<N,

which start from the real-valued points p,,(0)=6,,— 6,,,,, but
have thereafter complex values all the time except for the
instants t=t,, when 77r0=0 or 7, =. At these exceptional
times, functions p,,(f) take the real values

puty) =arccos(x1)=wl,, 0<m<N, (2.41)

where all of the integers [,, vanish, but one, let it be lmo,
equals unity, so that

a
pm(tO) = {

0 otherwise,

if m=my (2.42)

and, therefore, function Bn(g,o, 7][0) from Eq. (2.29) has the
value

Bn(gto’ 77t0) = Bm0~

After that, the angular motion 7, is reflected back to the
interval (0, 77), and the process continues starting afresh from

the position (5,0 vt igeds)-

(2.43)

D. Example

To illustrate the feasibility of the obtained probabilistic
solution (2.30)—(2.34) for practical calculations we con-
ducted numerical simulations of the wave fields in a half-
plane y >0 with the boundary y=0, —% <x <o which con-
sists of four segments /,...,I; which have constant
impedances By, ...,B,, and which are separated by the three
points a;=-5, a,=-2, and ay=4, each of which may be con-
sidered as a source of a separate diffracted wave. We consid-
ered the three distinct combinations of the impedances
shown as follows:
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FIG. 3. (Color online) Magnitudes of the secondary wave fields.
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—0 < x<=5 S5<x<-2 2<x<4 4<x<»
Case 1 0 2 100 1
Case 2 0 1 2 0
Case 3 2 1 0 3

It should be noted that a vanishing impedance B=0 corre-
sponds to the Neumann boundary condition, and a large im-
pedance B=100 may be regarded as an approximation to the
Dirichlet boundary condition corresponding to the imped-
ance B=cc.

Figures 3 and 4 show the magnitudes and the phases of
the diffracted and reflected wave fields generated in the half
plane by the plane wave U from Eq. (2.1) with the incidence
angle 6.=60°. The dashed lines correspond to the discon-
tinuous reflected wave U, from Egs. (2.8) to (2.12) and the
solid lines correspond to the continuous secondary wave
field (U,+U,+...U;) which consists of the reflected wave
and of the three diffracted waves centered at the boundary
points ay, ...,az where the impedance jumps. Similarly, in
Fig. 5 the bold lines show the magnitudes of the continuous
total wave fields U=Ux+U,+U;+---+Us, and the dashed
lines show the magnitudes of the discontinuous geometric
fields U,=U«+U,, which consist of the incident and reflected
waves.

It is instructive to observe that all of the graphs demon-
strate the expected periodicity behavior of the wave fields.
Indeed, the geometrical optics part predicts that the ampli-
tudes of the reflected field along the line y=const depend on
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the coordinate x as piecewise constant functions, and that the
phases of these fields are piecewise linear functions. These
features are clearly displayed by the shape of the dashed
lines in the above figures. However, due to diffraction, the
jumps of the wave fields are smoothed when the diffracted
waves are added, and in the case that a geometrical zone is
narrow and the reflected field in it is not strong, then the total
field in that zone may be overwhelmed by the influence from
the neighboring zones. This physically expected prediction is
completely confirmed by the presented graphs where the
fields in the zone Q, are highly influenced by the fields in the
zones O and Qs.

All of the numerical results presented here were ob-
tained by the straightforward approximation of the math-
ematical expectation (2.30) by averaging the sample values
of the functional computed along the trajectories of 1000
discrete random walks with the time increment Ar=0.01.

lll. DIFFRACTION BY A SEGMENT WITH IMPEDANCE
BOUNDARY CONDITIONS

A. Formulation of the problem

Let (x,y) be Cartesian coordinates in a plane with a
screen I' occupying a straight segment of length L>0 con-
necting points O;=(a,0) and O,=(a+L,0), as shown in Fig.
6. Then, the problem of diffraction of a plane wave

U. = e—lk(x cos Bx+y sin (J*)’ 0<6. < T,

(3.1)

by the screen I' consists of the computation of the bounded
solution of the Helmholtz equation
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VU+KU=0, (3.2)

which does not contain waves arriving from infinity except

for the incident wave U- and satisfies the impedance bound-

ary conditions

au .

+—+ikB.U| =0, (3.3)
dy r

+

where I', and I'_ denote the upper and the lower sides of the
screen I', which have constant impedances B, restricted by

Re(B,) = 0. (3.4)

Elementary geometric-optical analysis suggests that the
solution of this diffraction problem can be represented as a
superposition

U=U;+U,+ U, +U,, (3.5)

of the discontinuous incident and reflected waves U; and U,
complimented by the (also discontinuous) diffracted fields
U, and U,.

To describe the components of Eq. (3.5) in detail we
introduce the two polar coordinates (r;, #,) and (r,, 6,) cen-
tered at the vertices O; and O,, shown in Fig. 7. For defi-
niteness we assume that the polar angles increase in the
counterclockwise direction from the semi-axis y=0, x>0.

Straightforward application of formulas (2.15)-(2.18)
reveals that the new coordinates are related to each other by

(3.6)

ry= \/r%+L2—2Lr1 CcOoS 01, 02=.7:(r1,01,—L),

Fi=\r2+ L2+ 2Lrycos 65, 60,=F(ry,0,L), (3.7)

where F(r,0,L) is a function from Eq. (2.18). In these co-
ordinates the segment I'=(0;, 0,) can be described by either

of the equivalent equations
Fiﬁ 01—F(r1,01,—L)= + ar, (38)

or

Point P belongs to (O1,09)x
if and only if 6, — 6 = +m

(D)

O 1 02

FIG. 7. Polar coordinates (r,, 6;) and (r,, 6,).
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Ft: 02—F(r2, 02,L) = *x, (39)

where the upper signs in the right-hand sides correspond to
the upper side of I', and the lower signs correspond to the
lower side of T'.

Using both of the introduced polar coordinate systems
we conveniently describe the incident and reflected compo-
nents of Eq. (3.5) by the formulas

U'(r ) ) ~ Tne—ikrn COS(Hn_o*) if ¢2 & (01, 02) (3 10)
e 0 otherwise, :
and
U (r p ) B TnKe—i](rn 005(0714'0*) lf ¢l S (01, 02) (3 | 1)
e 0 otherwise, :
where
T, = ika cos 0*, T,= eik(u+L)cos 0*’ _ 5?1'1 0.+ B, ,
sin 6 — B,
(3.12)
and
G =m7— 0. Py=T+0: (3.13)

are the angles determining the shadow boundaries.

The sum U,=U;+U, of the incident and reflected fields
can be viewed as the first approximation to the exact solution
which obeys all conditions of the problem except that it is
discontinuous along the rays 6#=¢, and 6=¢,. To remove
these discontinuities we require that the diffracted field U,
obeys the interface conditions

Uy(r, ¢ +0) = U(r,¢,-0)

U U,
=T\Ketn, L = =1 :
901 [ g=g,v0 01 1440
(3.14)
U(ri,¢+0) = U,(r, ¢, - 0)
. U U
— Tlelkrl, 771 — 71 ,
901 [ g=ps0 901 |g=0,0

formulated in the coordinates (r;, 8,), and the field U, obeys
similar conditions,

Uy(ra, 1 +0) = Uy(rp, ¢ = 0)

) U dU
=-T,Ke2,  —2 = —2 :
96y | geps0 90 | g,m0,0
(3.15)
Uy(ry, ¢y +0) = Uy(ra, = 0)
. 20} U
—_ Tzé‘lkrz, ) — 7¥2 ,
96 [ g=gr0 0 1g-g,-0

formulated in the coordinates (r,,#,). We also require that
the diffracted fields U, and U, satisfy the Helmholtz equa-
tions
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VU, (1, 0,) + KU(r,,0,) =0, 0# 7x06: (n=1.2),

(3.16)
accompanied by the radiation conditions

e‘”"Un(rn, 0,)=0(1) asr— o,

0, # 7= 6., (3.17)

and by the boundary conditions

v, .
i£+lkBtU1=O as F(r,0,,—-L)—0-1= =+,

n

(3.18)
_du,
-+ 20 +lkBiU2=O as 02—]:(}"2, 02’L): + 1T.

n

Finally, for r,> L the fields U,(r,, 6,) must be 2a-periodic
with respect to the angle 6,,.

B. Computation of the diffracted fields

We seek the 2m-periodic fields U,(r, 6) and U,(r, ) in
the form

0

U,(r,0) =T,e™" E w,(r,0+2mm), n=1,2,

m=—o

(3.19)

where the amplitudes u,(r, §), with n=1,2, are bounded so-

lutions of
2 Pu, 1 \ow, 1&u, ikr
T tr| o +ikr + = +—u,=0, (3.20)
2 or 2 ar 206 2

considered in the domain >0, —o < §<<o bounded by the
lines

&l F(r.0-L)-6=+m,
(3.21)
61: 0-F(r,0,+L)= +,

which may be considered as extensions of the segments I', to
the domain with infinite angular range. Moreover, since the
function F(r, 0, L) is analytic, domains & can be considered
as two-dimensional multisheet manifolds which analytically
continue the segments I',.

To guarantee that the series (3.19) satisfies the boundary
conditions (3.18) we require that the amplitudes u,(r, 6) sat-
isfy the boundary conditions

ou,(r,0
i% + kB, (r,0)u,(r,60) =0 when (r,6) ",
(3.22)
where, similar to Eq. (2.29), functions
B, if(r,0) € &",
B,(r,0)=\ * (n6) e & (3.23)

B_ if (r,0) € &",

may be treated as analytical continuations of the piecewise
constant impedance from the real one-dimensional boundary
I'=I',UTI'_ to the two-dimensional multivalued analytical
surface & U &" from Eq. (3.21).

We also replace the radiation conditions (3.17) by the
conditions
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u,(r,0)=o(l) asr— o, 0+ ¢,, (3.24)

where ¢, ¢, are the angles from Eq. (3.13). Finally, the
interface conditions (3.14) and (3.15) are replaced by the
conditions

un(r’¢1+0)_un(r’¢l_0)=K,

du,, _ du,
900 g-pr0  0nlg-g -0
(3.25)
Mn(r»¢2+0) _Mn(r’¢2_0) =1,
90,1 94,0 0l g-g,0

where ¢, , have the same meaning as in Eq. (3.25).

The obtained problem (3.20)—(3.24) is essentially iden-
tical to the already solved problem (2.25)—(2.29), and using
this analogy we readily arrive at

u,(r,0) =B 2 [KS,(¢)) + 5,(¢y)]
v=1

Xexp(fTV ik§t|:d5t +B(¢&, nt)d)\t:|> s
0

(3.26)

which retains most of the notation from Egs. (2.30)—(2.34).
More precisely, the radial random motion &, is controlled by
Eq. (2.31). In the case n=1, the angular motion 7, is con-
trolled by

—dt if F(&,mp—L) - =
m=0, dng=\dt if F(&n,~L)-n=-m (3.27)
detz otherwise,
and in the case n=2 the motion 7, is defined by
—dt if n,—F&n,L)=m
n=0, dnp=3dt if 9,—-F(&.n.L)=—-7 (3.28)
\dwtz otherwise,

which show that most of the time the motion 7, runs along
the real line —o < @< as the standard Brownian motion
w,z, but when the point (&, 7,) reaches one of the manifolds
&, from Eq. (3.21), the motion 7, is deterministically re-
flected. Finally, the index v in Eq. (3.26) enumerates the
times ¢, when the angular motion 7, controlled by Eq. (2.32)
touches either of the two rays O=¢; or 6=¢, from Eq.
(3.13).

C. Example

To illustrate the obtained probabilistic solution of the
problem of diffraction by a finite screen, we conducted nu-
merical simulations of the wave fields generated by the inci-
dent plane wave U.=e~"" (%% by a screen I occupying the
segment I'={x,y:|x| <L/2,y=0} with different impedances
on its sides. We considered three different configurations
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FIG. 9. (Color online) Phases of the total and geometric wave fields.
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TABLE 1. Decay of u; ,(r,6+2mm) in the case L=1.5.

m=0 m=-1 m=1 m=-2 m=2
luy(r, 0+27m)| 0.4897 0.0227 0.0066 0.0010 0.0005
lus(r, 0+27m)| 0.5072 0.0746 0.0187 0.0035 0.0013

with the segments of the length L=3, L=5, and L=9, which
are close to half the wavelength, one wavelength, and 1.5
times the wavelength (277). In all cases, the incident angle
was set to 6:=60° and the impedances of the screen were set
as

B,=2, B_=1, (3.29)

where the sign “+”
sides of the screen.

Figures 8 and 9 show the magnitudes and the phases of
the total and geometric fields along the circle yx*+y?=6 cen-
tered at the middle of the screen. The dashed lines corre-
spond to the discontinuous geometric field U,=U;+U, de-
scribed by Eq. (3.5), and the solid lines correspond to the
continuous total fields. Additionally, Table I shows the maxi-
mal values of the magnitudes of the first few terms of the
series (3.19) in the case when L=1.5. These terms admit the
physical interpretation as waves making several revolutions
around the screen, and the presented data clearly demonstrate
the convergence of the series.

It is instructive to observe that all of the graphs demon-
strate expected periodicity of the wave fields. Moreover, they
clearly demonstrate the expected behavior of the total wave
fields in the presence of the screens. Indeed, in the absence
of any screen, the total field along the circle \Vx*+y*=6
would have a constant magnitude |u«|=1 and a harmonic
phase given (in radians) by the formula arg(u.)=m cos(6
—0-). In the presence of a screen one expects the total wave
field to have a low magnitude in the shadow area behind the
screen, and that it should have higher magnitude above the
screen in the area illuminated by the reflected waves. These
predictions are confirmed by the dashed lines which demon-
strate the darkness in the shadow zone around the ray 6
~230° and the typical interference in the sector around the
ray 6= 140°. However, due to diffraction, the jumps of the
wave fields should not be sharp as predicted by the geometri-
cal optics but should be smoothed by the diffracted waves.
This physically justified prediction is completely confirmed

correspond to the upper and the lower
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by the smoothness of the solid lines which represent total
fields and are computed by the developed probabilistic
method. Additionally, tracing the differences between the
bottom diagrams and their upper counterparts, one may ob-
serve in the case of the shorter screen (bottom diagrams) that
the shadow is not so deep and the interference is not so
observable as in the cases of longer screens.

All of the numerical results were obtained by the ap-
proximation of the mathematical expectation (3.26) by aver-
aging 1000 sample values of the functional computed along
the discrete random motions with the time step Ar=0.01.

IV. CONCLUSION

The version of the random walk method developed in
Refs. 2 and 3 made it possible to obtain explicit solutions of
problems of diffraction in wedges with faces of constant im-
pedance. Such domains are characterized by the presence of
only one diffraction point located at the vertex of the wedge.
Here we extend the method to problems of wave propagation
with several diffraction points. For transparency, the present
paper is restricted to diffraction by collinear structures, but it
may be straightforwardly applied to problems of diffraction
by general polygonal objects, which will be considered in a
separate paper.

As mentioned in Ref. 3, the probabilistic solutions pro-
vided by the random walk method are local in the sense that
they make it possible to compute functions of interest at
individual points without computing them on dense meshes.
Such solutions admit natural parallel computations and sup-
ply meaningful physical interpretations which complement
elementary models of wave propagation.
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Dispersion due to internal frictions as wave propagates is a consequence of the second principle of
thermodynamics. When the wavelengths are several times higher than the mesoscopic
inhomogeneities, internal diffractions can be ignored and the propagation medium can then be
considered as a continuum at the scale of these wavelengths. Here, we consider the dissipation
mechanism due to viscosity only. By mean of Laplace transforms both on time and space, a causal
analysis leads us to a closed-form solution, which we think is the simplest analytical form. This is
illustrated by searching the viscoelastic Green’s function associated with the horizontal shear wave
generated by a uniform impulsive line source in an infinite homogeneous medium, whose example
is almost mathematically equivalent to the study of the scalar wave generated in viscous fluid. The
described method is thus restricted to one-wave propagation problems and is probably not generally
applicable when the source generates several waves. In the course to obtain a transient analytical
expression of pulsed wave through a dispersive medium, this study proposes a method for transient
cylindrical waves, while most previous methods concern plane waves. © 2006 Acoustical Society of

America. [DOL: 10.1121/1.2151769]

PACS number(s): 43.20.Bi, 43.20.Px, 43.35.Mr [TDM]

I. INTRODUCTION

Transient wave propagation has given rise to consider-
able publications. Although many explicit solutions were ob-
tained with the help of the Laplace’s transform, most of them
concerned nondispersive wave propagation. To account for
the dispersion leads to more calculations, as inversion of the
Laplace’s transform is in these cases more complicated.
However, except in structured media at microscopic scalelike
crystals, dispersion occurs almost all the time in artificial or
natural media. We are concerned here with anelastic waves.
In different research areas such as ultrasounds in industrial
materials,1 audible sound waves in air or seismic waves
propagating in earth crest,” and inherent internal frictions are
the cause of dispersion. In many realistic and complex prob-
lems such as fast crack growth in materials science®” and
fault advance prior to earthquake in seismology,s’6 the
knowledge of canonical analytical solutions is a prerequisite
before launching numerical simulation.’ Solving such bound-
ary initial values problems is a difficult task due to the fast
moving boundaries. Indeed, crack tip interacts in time with
the emitted waves due to the fast advance with velocities
comparable to Rayleigh, shear, or dilatational wave, depend-
ing on Modes I-, II- or III-crack propagation.g’9 These prob-
lems are classically solved from finite element-based meth-
ods but no one is still fully satisfactory.

As a basic prerequisite, the Green’s functions are neces-
sary and take a fundamental importance. In elastodynamics,
a type of such functions concerned nondispersive wave gen-
erated by a line or point source'’ and propagating in un-
bounded media. In this paper, we search for such a function
but for viscoelastic media.
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Only a few works in the past were devoted to the tran-
sient solution of viscoelastic wave equations. Most of them
were based on the theory of propagating surfaces of discon-
tinuity, the so-called method of characteristics,”’12 whereas a
few ones referred to De Hoop modification of Cagniard’s
method."*™ Tt is also worth mentioning a method con-
structed from the Kramer-Kroenig relationships,lﬁ’17 which is
however formulated from physical insight and is not fully
mathematically grounded. One reason why so many solving
methods of resolution exist is the difficulty to invert a double
Laplace transform both in time and space. Since there are
two independent complex variables, the integration in the
complex plane is then a serious problem. This is precisely
the object of this paper. As only one Laplace transform is
involved, for one-dimensional propagation, analytical solu-
tions are sometime available; see for instance the wave
propagation in porous media.'® Also in the harmonic case,
one inversion only is needed, and the use of conformal trans-
formation leads to a possible asymptotic analysis.19 But the
works of Ludvig and Levin™ on transient propagation in
viscous fluid are certainly the most similar studies to the one
presented here, which are also based on the theory of inte-
gration of the complex variable.

For the sake of simplicity and without lost of generality,
we consider a bidimensional problem instead of a tridimen-
sional one.

Il. PROBLEM FORMULATION

Let us consider horizontal shear (SH) waves generated
by a uniform impulsive line source in an infinite viscoelastic
medium. The points of the space are represented in a Carte-
sian coordinate system (Oxyz). Thus the body force can be
written for a line source along the Oy axis
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£=[0,F8(x)8(z)8(1),0], (1)

where 6 denotes the Dirac delta function, ¢ the time, and the
constant F a force per unit length. Hence only the y compo-
nent of displacement u(x,z,7) is excited and obeys the wave
equation2

p&zu a[w*(@ ‘92_’;)]=F6(x)5(z)5(f), @

— - — +
ot ax? o9z

where p is the mass density, u(f) the relaxation modulus
associated with the Lamé elastic constant uy=u(0), and the
asterisk represents the time convolution.

One shall solve Eq. (2) by means of integral transforms,
i.e., one-sided and double-sided Laplace transforms on time
and space, respectively, and use Cauchy integral theorem for
inversion purpose.

lll. DEFINITION OF LAPLACE TRANSFORMS

It should be noticed that the use of two successive
Laplace transforms, on space and on time, results in a bidi-
mensional complex set. The extension of Cauchy’s theory of
complex integration to such a set is still an open research
subject in mathematics, and thus applications in physics are
still limited. In this work, we shall use a special integral
transform, which enables us to consider successively two
one-dimensional complex sets.

The one-sided Laplace transform on time is defined as

u(x,z,s) = f”’ u(x,z,t)exp(- st)dt, (3)
0

with Re(s) =0 that makes the integral regular for positive
times. By analytical continuation, its inverse is given with
the Mellin inversion formula by

1
u(x,z,t) = —— f u(x,z,t)exp(st)dt, (4)
2im B,

where B, means a symmetrical path in the complex s plane
with respect to the real s axis and goes to infinity as the
modulus [s| tends to infinity with all singularities on the left
of B,. As a special case we can choose the infinite straight
line )a—ic, a+i%(, with a real, which is often considered in
mathematical proofs because of its simplicity.21 Note that the
large choice of possible paths B, is made possible as Lerch’s
theorem ensures the uniqueness of the original under minor
constraints, which are always verified in physics and satis-
fied by making the right choice in mathematics.

Thus, given i, by insight and with regard to Eq. (2), one
defines the double-sided Laplace transform on x coordinate
as

i(k,z.5) =f i(x,z,5)exp(f(s)kx)dx, (5)
with its inverse
_ f(s)f =
u(x,z,5)=——| ulk,z,s)exp(- f(s)kx)dk, (6)
2i By
where
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1(s) = pos/ ils), (7)

and z(s) represents the Laplace transform of w(f). The bival-
ued square root function is made single valued by choosing
the branch cut so that the real part of the radical is positive,
while the domain of analyticity, where these integrals are
regular, will be subsequently defined.

What we know from the physics of the problem is that
the integrals above exist when the integration path lies along
the vertical imaginary axis. Such a path constitutes a so-
called Bromwich’s path which is generally completed with a
large semicircle in the right half-plane of the complex plane
centered at the origin along where Jordan’s lemma is always
verified to take account for the causality, and with a more
sophisticated one that avoids all singularities toward the left
half-plane to calculate the displacement field in the wake of
wave front. The whole closed path thus formed is often
called Bromwich’s contour. If one integrates along the imagi-
nary s axis with the change of variable s=—iw then the one-
sided Laplace transform is changed into a Fourier transform
of parameter w, which represents nothing but the pulsation
that can be associated to a harmonic wave. It is then well-
known that the solution of Eq. (2) is written as a Weyl’s
integral,22 which expresses a spherical (cylindrical) wave
emanating from a point (line) source as a superposition of
plane waves.

IV. TRANSFORM OF THE WAVE EQUATION

From the well-known correspondence principle in vis-
coelasticity coupled with the definition of the integral trans-
form in Eq. (6), simple algebraic manipulations lead to the
solution of Eq. (2) in the form of the following Weyl-type
integral

expl[— f(s)(7(k) 2| + kx)] ”

1 F
i(x,z,8) = ———g(s)
2im?2 B
k

(k) '
(8)
and
u(x,z,t) = ﬁgfﬁs g(s)exp(st)ds#
Xf exp[—f(S)(n(k)|Z|+kx)]dk’ ©)
B 7(k)
with
k) =N/ =k, gl(s) = 1/[sa(s)], (10)

where c=\'m is the elastic shear wave celerity. It is
noteworthy at this step to make some observation about
how Eq. (8) can be simplified whether one considers elas-
tic media. In this case, u(s)=puq/s and the displacement
field is then

Andre Moura: Causal analysis transient viscoelastic wave propagation
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FIG. 1. Bromwich’s contours to perform the inverse Laplace transforms.
The left- (right)-hand side represents the complex k(s) plane where the
contours are in dotted line. The arrows show the integration path. The ver-
tical dotted lines represent original Bromwhich’s paths, the paths I'y, 'y, and
'} represent a large arc of circles centered at the origin where along which
Jordan’s lemma is applied, while the remaining path 8 is defined by Eq.
(12). The two symmetrical straight lines crossing each other on the origin of
the complex s plane tend to be vertical as the angle « tends to 0. The lines
in bold represent the branch cuts of (k) and f(s), and the black dots their
associated branch points.

F
Me(X,Z,t) = .
2#0 20T By

" f exp{— s[n(k)|z| + kx]}
B 7(k)

1
exp(st)ds—
2iTr

dk. (11)

It is well-known in seismology that Cagniard’s change of

variable'*#*%*
7= nk)|z| + kx, (12)
which defines here By [see Fig. 1(a)] leads to
F 1 “1
u(r,t)=————1_ exp(s(t- T))de —
2uo2im) g 0o T
H(7—rlc)
T, (13)
V7 = (rle)?
where
r=\x’+72%, (14)

and H denotes the Heaviside function. Note that like B,, By is
necessarily symmetrical with respect to the real axis, but
since negative values are considered in the space domain
then singularities can occur on both sides of .

Now, the identity

ot—1= LJ expls(t— 7)]ds (15)
2ir B,

gives rise to the well-known final expression after convolu-
tion
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1 H(t-rlc)

Ge(rJ) = S5
27N = (rlc)?

(16)

which is nothing but the elastic Green’s function. Note that
this method of resolution is closely related to the approach
initiated by Strick.”* We will follow next this approach to
simplify Eq. (8) but we need first to define the domain of
analyticity of the integrand.

V. PROBLEM SOLUTION

In order to avoid any cumbersome calculations, and for
the sake of simplicity, one considers the special case of linear
viscoelastic medium. Thus, let us consider the relaxation
function,2

(1) = —E—{ s+ g expl= 7). (17)

Mo+ Mg
where g, @y, and 7, are constants, with the first correspond-
ing to the Lamé elastic constant, and the last to the relaxation
time. Its Laplace transform is

s) = —=2 <ﬂ+ o ) (18)
,U.0+/.L1 S S+1/7'0
It follows:
~ [s—§ 1 s—s
fls)=\s Logls)=——, (19)
§S=8, Mo S — S,
where
-1 -
f=—, s=—21 (20)

T " omo(po+ )

From our definition, the radicals of 7(k) and f(s) have the
branch cuts )—oo—1/c]U[l/c,o( and [s;,5,]U{)
—i,0]U[0,ico( } in the complex k and s planes, respec-
tively. It results the definition of Vs? such that

if Re(s) = 0(<0).

Vs?=s(=s) (21)

The use, once again, of the change of variable defined in Eq.
(12) yields

u(r,t) =

— f HUZ11) [ (exp(= fis) 7+ 51

2im 2 ) o N7 = (rlc)? B,

XdsdT. (22)

The integrand in Eq. (22) is analytic everywhere in the com-
plex s plane except on the branch cuts mentioned above.
Thus, given 7>t, one can see that the inner integral is regu-
lar on the right of B, as long as this path crosses the real s
axis on the right of the imaginary s axis. In turn, by closing
the open path S, with a large semicircle on the right-hand
side centered at the origin, and applying Jordan’s lemma,
calculations from Cauchy’s theorem show that the displace-
ment field is null as 7>t since the integrand is holomorphic
on this side and f(s) —s as |s| — . Values of 7=t are now
considered in virtue of the principle of analytical continua-
tion. That makes possible to define the integrand over the
whole complex s plane, where now the integrand represents
a meromorphic function since a branch cut lies on the left-
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hand side of S, in the negative complex s planes. By closing
B, with a semicircle oriented now toward the left-hand side
by passing through the imaginary axis on the origin, [see Fig.
1(b)], and wrapping the horizontal cut, one obtains after al-
gebraic manipulations and by applying Cauchy’s theorem to
the Bromwich’s contour thus formed, the following dimen-
sionless viscoelastic Green’s function:

l’
g, (r,t)=G(r,1)/A=BH(t' - l)f dr’
1

“ wx)exp[— u(x)t")sin(yu(x) v
Xf (x)expl ()()2 )sin(yu(x) ]d)(, (23)
0 V7o -1
where
o) sl'+s;)(2 o) p% F
u =—’ U =—, = 5
AT Y=+ 27t
2
B= , (24)
r
—0(1+ﬂ)77
tr Mo
’ L ’ Jd I ’ T
s,==—s=—", s =—§,=—""—"—, T =—,
70 (ko + 1) o I
t
t'=—, t,=£. (25)
t c

This final expression only takes into account the branch in-
tegral along the branch cut located on the real s axis. Indeed,
it is expedient to see that Jordan’s lemma is verified in all
cases except for 7<r along the path I'|. But this last excep-
tion is now considered.

Indeed, this comes from the fact that g(s)—1 as |s|
— 0 and not toward 0. Hence, it is not possible to conclude
on the convergence of the integral along the arc of circle I'..
However, as a matter of fact, the part of the integration con-
tour to the right of the imaginary axis in Fig. 1(b) may be
considered as a closed contour without any enclosed singu-
laries, so according to Cauchy’s theorem its contribution is
zero. Consequently, only the closed part to the left of the
imaginary axis matters, and this finally yields the integral
around the branch cut.

A particular attention is now given to the branch points
s; and s,, which however as one shall see do not give to any
contribution. This is obvious for the left one since s, is a zero
of the function g, but it is not for the right one s, since it is
a simple pole of g. But as it is next shown, this unessential
singularity is removed with the exponential convergence of
the integrand. Indeed, if one considers the inner integral of
Eq. (22) along the small circle path around s,
0 e [0,27], (26)

s=s,+ eexp(if), e—0,

then one obtains

754  J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

8v

FIG. 2. Dimensionless viscoelastic Green’s function in Eq. (23) is repre-
sented vs the dimensionless time ¢'=¢/t,=ct/r. The ratios ¢,/ 7y and w,/ puq
are set to 1 and 9, respectively.

lim
e—0

fz" s, —5;+ €exp(if)
—e
0 Mo

EY M +1+[s,.+ eexp(i&)]t)idé’:O, (27)
eexp(if)

as the convergence is governed by a term proportional to
7s,/Ne(r=rlc) in the argument of the exponential func-
tion, where we have used Eq. (21).

It is clear that Eq. (23) verifies the causality principle
through the expression of the Heaviside function. It is also a
good representation for numerical calculations purpose espe-
cially in the wake of the wave front since then the integration
interval on 7’ is very small as r—f,. Additionally, we would
like to stress the fact that it does not represent a convolution
on time with the elastic Green’s function. Indeed, it is easy to
show that such a representation is impossible.

As a numerical illustration the dispersion effect is visu-
alized in Fig. 2, with the corresponding dimensionless elastic
Green’s function shown in Fig. 3. Because of the singular
nature close to one in the outer integral, the numerical inte-
gration is performed by means of the Gauss quadrature
method with Chebyshev polynomials. The convergence was
stopped with an absolute tolerance error of one ten thousand.

It is noted that the expression of s/, in Eq. (25) is in
agreement with the phenomenon of dispersion as classically
encountered in wave propagation since it shows that the dis-
persion increases with the distance of propagation r.

xp(— 1—s,— eexp(if)]

VI. CONCLUSION

In this paper, a full resolution by means of Laplace
transform of transient viscoelastic wave equation was pro-
posed. The method of resolution finds roots in Strick’s ap-
proach as an extension of Cagniard’s method. Although our
proposed method was illustrated by solving a very simple

Andre Moura: Causal analysis transient viscoelastic wave propagation



"

FIG. 3. Dimensionless elastic Green’s function g,(r,1)=H(t' 1)/ Vi'2—1is
represented vs the dimensionless time ¢'=t/t,=ct/r.

canonical problem, solution for the unbounded space, none-
theless, has some relevance for the implementation of nu-
merical calculations in boundary element methods mixed
with the finite element method in wave propagation and frac-
ture mechanics.
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A two-dimensional model of a directional microphone:

Calculation of the normal force and moment on the diaphragm
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It has been shown that the parasitoid fly Ormia Ochracea exhibits exceptional sound localization
ability achieved through the mechanical coupling of its eardrums [R. N. Miles er al., J. Acoust. Soc.
Am. 98, 3059-3070 (1995)]. Based on this biological system a new directional microphone has
been designed, having as a basic element a special diaphragm undergoing a rocking motion. This
paper considers a 2D model of the microphone in which the diaphragm is considered as a 2D plate
having slits on the sides. The slits lead to a backing volume limited by an infinite rigid wall parallel
to the diaphragm in its neutral position. The reflection and diffraction of an incoming plane wave by
this system are studied to determine the resultant force and resultant moment of pressure upon the
diaphragm. The results show that such a microphone will be driven better in the case of narrow slits

and deep cavities. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2149838]

PACS number(s): 43.20.El1 [MO]

I. INTRODUCTION

The analysis of the auditory system of the parasitoid fly
Ormia Ochracea revealed a remarkable ability to detect the
direction of the incoming sound despite the very small dis-
tance between auditory organs.1 It was determined the fly has
a special structure of the auditory system consisting of two
closely spaced eardrums with a semirigid bridge connecting
them. The mechanical connection between the ears causes
them to move in opposite directions in response to the dif-
ference in pressure on their exterior surfaces.

Inspired by this biological system and taking advantage
of modern MEMS technology Miles et al. >’ proposed a new
directional microphone integrated on a very small area. The
device consists of a polysilicon diaphragm and a backplate to
enable capacitive sensing of the diaphragm’s motion. The
diaphragm is designed to respond like a rigid plate that rocks
about a central hinge. Pressure gradients on its exterior result
in a net moment about the hinge and cause it to rotate. This
rotation is similar to the out-of-phase motions observed in
the acoustic response of the fly’s ears.

In this paper we consider a simplified 2D model of the
acoustic forces on this directional microphone for obtaining
information concerning the parameters necessary for design
purposes. In Sec. II the geometry of the model is presented,
along with the corresponding PDE and the boundary condi-
tions. Thus, the line A’A in Fig. 1(b), is a plane section of the
diaphragm in Fig. 1(a), undergoing a rocking motion around
the axis Oy. The half-infinite lines D’'B’ and BD are immo-
bile parts and the segment E’E corresponds to the micro-
phones’ backplate. The working domain consists of the upper
half-plane D*={z>0}, the strip D~={-h<z<0} and the
connecting slits S={z=0;a<|x|<b}. Also, due to the

YPermanent address: University Politehnica of Bucharest, Applied Science
Department and Institute of Mathematical Statistics and Applied Math-
ematics of Romanian Academy, Calea 13 Septembrie No. 13, RO-76100,
Bucharest, Romania. Electronic mail: homentco@binghamton.edu
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plane-parallel geometry of the domain it is possible to reduce
the boundary-value problem (BVP) to a 2D PDE even in the
case of a general (plane) incoming wave. After considering
this geometrical model of the problem the approach involved
is that of general linear acoustics. References for these prob-
lems can be found in the classical book by Morse and
Ingard4 (also see Ref. 5). Also, most of the traditional and
modern results are collected in the excellent book by Mechel
et al.® The treatment in this paper is mostly analytical. How-
ever, for obtaining some results for the analyzed structure in
the end some numerical computations are required.7

In Sec. III some representation formulas for pressure in
the two domains D*, D~ are obtained. Next, a Fourier trans-
form with respect to the x-variable was considered and the
boundary conditions on the hard surfaces and the condition
at infinity were applied. For the acoustical domain of fre-
quencies that we are interested in, the solution consists of a
propagating mode and an infinite number of evanescent
modes. By imposing the connecting conditions along the slits
S the results of the basic equation of the problem (Sec. IV)
can be written as an integral equation. A uniqueness theorem
is proven to the solution to this integral equation. Afterwards,
the solution is decomposed into an odd and an even part,
each of them satisfying a different integral equation. The
main part of the kernels of these equations are separated and
the regular parts are written in a form suitable to numerical
computation. In Sec. V the two integral equations (corre-
sponding to the odd and even parts of the solution) are re-
duced to two infinite systems of linear equations. This is
achieved by using the spectral relationships for the two op-
erators corresponding to the main parts of the kernels. Since
the assumed form for the solution takes into consideration
the proper behavior of the solution at the points +a and +b,
namely square-root singularities, the resulting infinite sys-
tems of linear equations have good convergence properties.
Formulas are given for computing the resultant force and the
resultant moment acting upon the diaphragm in terms of so-
Iutions of the infinite systems.

© 2006 Acoustical Society of America
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‘ / The 2D model of the directional microphone.

b w1 ah

A numerical analysis of the infinite linear systems is
given in Sec. VL. It is based on some properties of elliptical
functions, a Gauss-Legendre integration formula, and re-
peated use of the discrete cosine Fourier transform (DCFT).
Finally, Sec. VII contains some numerical results. The graph
in Fig. 4 gives the total moment of pressure as a function of
the slit’s width and the microphone’s depth. In Figs. 5 and 6
is plotted the force’s amplitude and phase delay as a function
of the same parameters for a particular value of frequency.
The dependence of the moment and force amplitude with
frequency is plotted in Figs. 7 and 8.

The conclusion is that a directional microphone built on
the ideas in Refs. 1 and 2 is driven better for very small
width of the slits and quite deep back-chambers as compared
with the diaphragms’ width.

Il. FORMULATION OF THE PROBLEM
A. The geometry of the model

In order to study the influence of reflection and diffrac-
tion of pressure waves by the edges of the diaphragm, on the
diaphragm resultant force, and resultant moment we consider
the model in Fig. 1. Thus, we assume a plane-parallel geom-
etry in the direction of the Oy-axis. The segment AA’ corre-
sponds to the microphone diaphragm, AB and B'A’ are the
two slits, and EE’ is the bottom wall of the die. The origin of
the Cartesian system of coordinates has been chosen at the
center of the plane-parallel diaphragm and Oz axis on the
upward normal direction to the diaphragm plane. We denote
also by D* the upper domain (the half-plane z>0) and by
D~ the strip —h<z<<0 in the lower half plane. The domain
we have to study the motion of the acoustic waves is D
=D*UD US, where S=B'A’ UAB.

J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

B. The PDE of the problem

In the case of a harmonic motion with respect to time (of
w-angular velocity) we write the perturbation of the pressure
p' as
iwt

P =p,(x.y.2)e”

In this case the scalar wave equation for the pressure be-
comes

#p, Fp, Fp, o 0 )
+ + ey = 9
ox? ay? 9z cé Po

which is the well known Helmholtz’s equation. Here, ¢, is
the unperturbed isentropic velocity of the sound.

C. Boundary conditions and condition at infinity

All of the walls are considered to be hard surfaces. Con-
sequently, the normal velocity along the walls will be zero
and the following, Neumann-type boundary condition, valid
along all of these surfaces, is obtained

—— =0, (2)

n designates the direction of the normal to the surface.

Concerning the condition at infinity, the system is as-
sumed to be under the action of an incoming plane wave
described by the incident-wave direction given by angles 6;,
¢; of Fig. 2. Thus we have

;1 o . .
Pu= 5 eXp i—/[x sin 6; cos ¢; + y sin 6; sin ¢; — z cos 6;] (.
€o
3)

In the case that the domain is D" and the boundary is the
whole hard plane z=0, it can be checked directly that the
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FIG. 2. The incoming and the re-
flected plane waves.

solution of the problem can be written by adding to p;, the
reflected wave in the form

o 1 o . .
D=7 eXp i—[x sin 6; cos @; + y sin 6; sin @, — z cos 6;]
Co

w
+ 2 eXp i—[x sin 6; cos ¢; + y sin 6, sin @; + z cos 6;] .
o

(4)

This formula will be taken as the expression of the solution
at infinity (for z— o).

In addition, the Sommerfeld Radiation Condition is im-

posed, so that all of the other propagating perturbations de-
scribe outgoing waves.

D. The reduced (2D) PDE

Due to the special geometry of the problem and special
form of the condition at infinity, the unknown function
p.(x.,y,2) shall be written in the form®

w
pw(x’y’z) ZP(X,Z)GXP lC_y sin ei sin bif- (5)
0

The new unknown function p(x,z) satisfies the 2D Helm-
holtz equation

Fp

&p
?+§—Zz+k%p=0, (6)

where the reduced wave number k has the expression

2 2
W, w

ki =—=—(1—sin’ §; sin® ¢;). (7)
CO CO

The solution pg) can also be written as

1
PO(x,z) = > exp{iko[x sin 6, — z cos 6,]}

1
5 exp{iko[x sin 6+ z cos 6,]}, (8)
where

. w .
kq sin 6y = — sin 6, cos ¢;,
o
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o
kg cos 6y = - cos 0;. 9)
0

lll. REPRESENTATION FORMULAS

In order to obtain some representation formulas for the
function p(x,z) we write

p(x,2) = p°(x,2) + p*(x,z), in D*,

p(x,2)=p(x,z), inD". (10)

Both functions p*(x,z), p~(x,z) are solutions of the 2D
Helmholtz equation (1), satisfying the homogeneous Neu-
mann condition dp/dz=0 along the walls; on the two slits we
can write

po(xso) +p+(x70) :p_(-xao)a fOr.x eS= (_ b3_a) U (a,b),

Ip*(x,0)/9z = dp~(x,0)/9z = f(x), forx e (=, +0), (11)

where f(x) vanishes outside the slits and is an unknown func-
tion for x e S=(-b,-a) U (a,b). In fact, as all the represen-
tation formulas will involve this function, it will be the main
unknown function of the problem. This way, the unknown
scattered pressures over the open slits are affected directly
only by the field arriving from the other parts of the com-
pound diffractor.

A. The solution of the 2D Helmholtz equation in D*

For determining an expression for the function p*(x,z)
we consider a Fourier transform with respect to x,

400

PHa,z)= |  prlx.z2)e”“dx.

—o0

Equation (1) yields the differential equation
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d*P*(a,2)

P (a? = k3)P*(a.2) = 0. (12)

he solution of this equation, which is vanishing at infinity
upward, can be written as

F(a) 3
P*(a,z) = - ———— exp1- V& — k2z}. (13)
N/m P{ 0 }

The Fourier transform of the function f(x) is denoted by
F(a). Now the function p*(x,z) can be written by using the
convolution theorem

+00

prxz)=—| fO&K (x-x",z)dx’, (14)

—o0

where

K*(x,z) = f /—exp{ Va? - z}e””da
o N

- éHé(ko\e’x2 +27). (15)

Here Hé:]0+iY0 is the Hankel function of the first kind of
order zero.

B. The solution of the Helmholtz equation in D~

The solution of Eq. (12) satisfying the homogeneous
Neumann boundary condition along the bottom surface and
the second condition (11) along the surface z=0 can be writ-
ten as

F(a) cosh[Va? - k(z)(z +h)]

P (a,2) = (16)
Vo2 — k2 sinh[\a? - k2h]
Hence, the representation formula in D~ is obtained
400
p~(x,2) =—f J&DK (x—x",2)dx’, (17)
where
1 (™ 1  cosh[V&?—ki(z+h
ko= [ e —ki(z+ )],
2m) o Na? -k sinh[\e? — k h]
(18)
This function can also be written as
L cosh{\'az—t(%(l +%>}
K (x,2)=7— f
27) o NP - % sinh[Va? - 1]
X
Xexp{iaz}da, (19)
where
to= koh = —2h.

Co

The inverse Fourier transform in (19) cannot be per-
formed in finite form. However, the residue theorem can be
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FIG. 3. The integration path I'.

applied in order to evaluate this integral. There are in this
case some real poles which describe undamped waves, cor-
responding to resonance frequencies, and also some imagi-
nary poles which give evanescent modes. The Sommerfeld
condition requires that only the real positive poles which are
providing outgoing waves have to be considered. Hence the
integration contour will be that drawn in Fig. 3. A simple
discussion about the application of the Fourier transform for
solving the wave equation can be found in Ref. 5, pp. 293—
295.

To be specific, for the range of parameters of this par-
ticular problem (w<27-20 kHz) the first pole at the point
a,=t1y(ty>0) is real. The next one, a,=\ t%— 77, is imaginary
as well as all the other poles. Consequently the function
K~ (x,y) can be written as
cos[nﬂ'(l +z/h)

otk <

K ,2) = —_—
(x Z) 21, Iy n=1 \/7’!27T2 - l%
Xexp{— \n?m —t |Z|} (20)

Now, once the function f(x) is determined, the formulas
(14) and (17) can be used for obtaining the pressure field in
any point of the domain D~.

Remark 1: In the case that the working frequency o is
increasing, the poles on the upper imaginary axis are moving
toward the real positive semiaxis providing more propagat-
ing modes corresponding to different resonance frequencies.
Hence, the method developed in this paper can be applied to
all (finite) working frequencies if the supplementary propa-
gating modes are taken into consideration.

IV. THE BASIC EQUATION

For obtaining the equation to determine the function
f(x), the representation formulas (17) and (20) could be used.
Since the formula corresponding to the domain D~ involves
an infinite series it is preferable to work with closed expres-
sions in the Fourier transform plane. Then, the first condition
(11) yields the basic equation in the form

PA(D)f(x)=g(x), x€8,
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flx)=0,

where

xeR-S, (21)

g(x) = exp{ikyx sin 6,}.

Here Py is the restriction operator to the reunion of intervals
S, and A(D) is a pseudodifferential operator with the symbol

A 1 cosh\a? -7 1
(@) = [2_ 2 [ 2 2 ]
Va© =ty sinh va© —1;

2 27
a” — 1

The pseudodifferential operator acts on the function f(x) as
1 X
A(D)f(x) = —f A(a)F(oz)eXp{ia—}da.
2 r h

The contour I', symmetrical with respect to origin, is shown
in Fig. 3.

Thus, for the function f(x) the pseudodifferential equa-
tion (21) is obtained. The contour I" assures that the solution
satisfies Sommerfeld’s condition at infinity.

Alternatively, the basic equation can be written as the
integral equation

ff(x’)K(x—x’)dx’ =g(x), xeS=(-b,—a)U(a,b),
s

(22)
where the kernel K is
1 1 cosh\&?-1;
K()=—— 2 2., 02 »
2wl | Vo —t; sinh Vo~ — 13
L { x}d (23)
+ ———= |exp) ia— (da.
\raz—t(z) h

A. The uniqueness theorem

It shall be proven that the basic equation has at most one
solution. Indeed, the homogeneous equation [corresponding
to g(x)=0] can be written as

ff(x')K(x—x’)dx’ =0, xeS.
S

Multiplying by m (the overbar denotes the complex conju-
gate function) and integrating along S there results

f f K(x —x’)f(x’)]Tx)dx'dx =0,

the integral being taken over the whole Oxx’-plane. By sub-
stituting the expression (23) of the kernel there results

1 coshyad? -1 —
f 1+ = | F(a) F(@da=0.
r Vo —tysinhVa —15; Vo' —t;

Using the residue theorem, in the form valid for the case the
contour remains along the real axis, the following expression
is obtained:
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J+°O 1 cosha?- té|F( P f |F(a)? J
o o+ Tr—aa
—oo \r’/a - t% sinh \/ o - té \ o — t%

o>t \

[ Pl d |F(= 1) +|F (1) -0
+1 = > a+ T 2 =0.
-1 Nip—« 0

The imaginary part in this relation gives

Fltg) = F(=1,) =0,

o Ff
24T

2
—to Ny — «

The last relationship yields F(a)=0 almost everywhere in
the interval (—¢,7,). As the Fourier transform of a summable
function over a finite interval is analytic in the whole plane
there results F(a)=0 all over; its inverse Fourier transform
f(x) is also vanishing along the whole real axis. We in fact
have proved the uniqueness theorem.

Theorem 2: Equation (22) has at most a solution in the
space of q-summable functions L,, (1<q<2).

B. Odd and even solutions of the basic equation

The symmetry of the integration intervals with respect to
the origin makes it possible to write particular integral equa-
tions for the odd and even part of the solution. It is evident
from formula (23) that K(x)=K(—x) which is in fact a physi-
cal embodiment of reciprocity. Consequently, the kernel is a
function of |x| that will be denoted also by K(|x|). We intro-
duce now the odd and even part of the solutions of the basic
integral equation by

Jox) = 0.5[f(x) = f(=x)],
felx) = 0.5[f(x) + f(=x)],

or, equivalently,

J&x) = fo(x) + f,(x),
f(_ x) =fe(x) _fo(x) .
Hence, Eq. (22) gives
b b
|ttt e« [ e is)

= fox")ldx" = g(x), x e (a,b), (24)

b b
f K(|X+X’|)[fe(X’)+fo(X')]dx'+f K(lx = x"DIfo(x")
= folx)]dx" =g(=x), x e (a,b). (25)

Now, from the sum and the difference of Egs. (24) and (25)
we obtain

b
f zdw(x,x')fo(x'):ggo(x'), x € (a,b), (26)
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b 1 _2
f K(“’)(x,x’)fe(x’)z;—Tge(x'), x e (ab) Q) K=t f { L___colliovl t)}cos(kotx)dt

a o 0= 1=
—
These are two independent equations for determining the + b ? | coth(to\#* - 1) I S
functions f,(x), f,(x). We have denoted 7J, N t(*=1) -1
77 1 (] coth(ty\ = 1 1
K9x,x") = —[K(lx = x'|) = K(|x + x'|)], X cos(kotx)dt + —J (, 2\ ) -5
2 T,y Vi -1 V' -1
1 (2 cos(kyt cos(ko|x
o T , , X cos(kotx)dt + —f 2( ¢ x)dt+i (kolx)
K'¥(x,x )=E[K(|x—x )+ K(]x+x'])], o), -1 21,
SALE)
_ x)),
2,(x) = 0.5[g(x) — g(= x)] =i sin(kox sin 6,), 2 00
. the last integral is being considered as a Cauchy principal-
8.(x) = 0.5[g(x) + g(=x)] = cos(kyx sin 6). value integral. In obtaining this formula we have used also
the integral
* cos(kytx
f COsthol) 1 T ik,
C. Analysis of the of integral equation kernels o -1 2
An analysis of the kernels of the integral equations shall which can be found in Ref. 8.
now be produced. Thus, the main (singular) part of the ker- We have
nel, which determines the behavior (singularity) of the solu- K(x) = K*(x) + K (x),
tion at the intervals ends, will be separated. Also, the kernel '
will be written in a form directly amenable to efficient nu- and hence, by some changes of variables
merical methods. 1 f wf2
Kx)=— — cot(zy sin cos(kyx cos u)d
Thus, (x) =), fo sin (to u) (kox u)du
K00 = - [ 2=~ Lythale) + Ltk lf L
X) =" 5 odrk=—TTolkolx]) + JJolKolX]), +— th(z, sinh u) — -1
2 Jr I - kg 2 2 ) coth(y sinh ) fo sinh u
1 o]
1 [ cothVPP—15 . " X cos(kyx cosh u)du + —J {coth(z, sinh u) — 1}
K(x)=— ?e”" dt TJ g
P N ,
1 cos(kgxt
1 (** [ coth N2 -1 1 , X cos(kyx cosh u)du + —f %dl‘
=5 - ey oty -1
27) . N to(2 1)
cos(kolx|) i
i . +i———— = Yo(kolx|) + ZJo(kolx]),
+ _elko‘xl. 2[0 2
21ty
where d=cosh™'(2).
Hence, Finally the kernel of Egs. (26) and (27) can be written as

i
dt + Z{Jo(k0|x - X,|) - Jo(k0|x +x’|)}

K9 (x') = - In lx —x'| . lJ’z sin(koxt)sin(kgx't)

x+x' 1y, -1
iT . . N T , w2 =X
+ — sin(kgx)sin(kgx") = —\ Yolkolx — x'|) = Yo(kolx +x') = = In ——
2t 2 T OX+X

/2
1
+ J { — — cot(f, sin u)}sin(kox cos u)sin(kox’ cos u)du
0 fo Sin u

d
1
+ f {coth(ro sinh u) — — - 1}sin(k0x cosh u)sin(kox" cosh u)du
0 ty sinh u
+ f {coth(z, sinh u) — 1}sin(kgx cosh u)sin(kox" cosh u)du,
d
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1 (% cos(kgxt)cos(kox't
K(e)(x,x’)=—1n|x2—x’2|+—f cos( Oxz)COS( ox't)
t0Jo £-1

ks

i
dr+ Z{Jo(k0|x —x'[) + Jo(kolx + x"])}

j 2
+ 2 cos(kox)cos(kgx') — —{Yo(k0|x —x'[) + Yolkolx + x']) = = In|x? —x'2|}
T

2ty 2

/2 1
+ -
o | fosinu

d
+ J {coth(to sinh u) —
0

o sinh u

— cot(z, sin u)}cos(kox cos u)cos(kyx’ cos u)du

- l}cos(kox cosh u)cos(kox” cosh u)du

+ f {coth(z, sinh u) — 1}cos(kyx cosh u)cos(kyx’ cosh u)du.
d

The first term on the rhs proves that the integral equation has
a logarithmic singularity. The first integral is a Cauchy
principal-value integral and all the other terms are regular, or
regular integrals.

Finally, Egs. (26) and (27) will be written in the form

b ! b _
- J Fomn B g f £,0NRO(ex)dx' = Zg (x),
a X+x p 2

x € (a,b), (28)

b b
- f £.(x")n|x — x"?|dx" + j f,,(x’)[?(e)(x,x')dx’ = 7ETge(x),

x e (a,b), (29)

separating the main (singular) terms,

= x—x'
K9%,x") = K2%x,x") + In q,
X+x

K9%,x") = K9%x,x") + In|x> = x"?.

V. REDUCTION OF THE INTEGRAL EQUATIONS TO
INFINITE SYSTEMS OF LINEAR EQUATIONS

A. The spectral relationships for logarithmic operators
and the spaces L}?(a,b),L}?(a,b)

For approaching the integral equations (28) and (29) the
spectral relationships that invert the main (singular) part of
the kernels of the integral equations will be used. For the
“odd” case this spectral relationship was given by Aleksan-
drov et al. in Ref. 9,

_ fh Tn(X;) In |)C _x,|dx/ _ /.L(O)T (X )
V/(b2_x/2)(x12_a2) x+x n = nirols
n=0, (30)
where
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v . b2_x2 '
X, =cos K’(c)F arcsin —bz— 5.C
0_T 0 _ K . 1K)
=—K s = t 5 21’
Mo b (C) My nb K’(C)
c=§’ ¢'=VN1-¢* K =K'(c)=K(c"). (1)

T,(X,)=cos(n arccos X,) denotes the Chebyshev polynomi-
als of the first kind. F is the elliptic integral of the first kind
and by K(c) denotes the complete elliptical integral of the
first kind.

Relation (30) yields the formula

B j ’ J ’ T,(X)T,,(X,)
. Ja V/(bz_x/2)(x12_a2)\’/(b2_x2)(x2_a2)

b
x| o[ _TX)T,(X)
;dxdx’ = 2 22 2
x+Xx a V(" =x)(x"=a’)

X In

Due to the symmetry of the first term in this expression with
respect to x and x’ we can write

b
) f
a

As ,uio) * ,ufs) there results the orthogonality relationship

fb 0 forn # m

Tn(Xo)Tm(Xo) I = (o)fh Tn(Xo)Tm(Xo) N
- P-ad) HMin NP - -

T,(X,)T,,(X,)

dx=1K'(c)/(2b), forn=m #0
V(B =) (x* - a?)

K'(c)/b, forn=m=0.

Inspired by this formula the inner product

JX,)e(X,)
(0= 2)( - @)

b
(f(x),g(x)), = f

is defined and, correspondingly, the norm

)P
2 _
“f(x)”o_ L \J'(bz—xz)(xz—az)dx
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We denote by L}?(a,b) the completion of the space of
continuous functions on (a,b) in this norm. It is obvious that
L,*(a,b) is a Hilbert space. In this space the set of functions
T,(X,) is an orthogonal complete system.

A similar analysis can be made for the main (singular)
part of the “even” equation. In this case the spectral relation-
ship is

b ’ ’
2x'T, (X
- f BT e = WX,
a V(b™=x"9)(x"*-a”)
n=0,
where
¥ 2 ) b +a
= X - N
-4t 2
4
(e) _ (6)__
= ln s n=1.
Mo P - My 0’

The orthogonality relationship
0 forn #m
w2, forn=m+0

m, forn=m=0

J b xT,(X,)T,(X.)

dx =
; \’/(bZ _ x2)(x2 _ 612)

can be proven and also the “even” inner product

(72X )s(x)
U(x)’g(x»e = fa V/(bz _x2)(x2 _ aZ)

may be defined along with the corresponding norm

2x]f(X,) 2

b
2 _ e
el = f VB - (- ad) =

We denote by L)*(a,b) the completion of the space of con-
tinuous functlons on [a,b] in the L1/2(a b) norm. The set of
polynomials 7,(X,) is an orthogonal complete system in this
Hilbert space.

B. The infinite system of linear equations equivalent
to the “odd” integral equation

According to the theory developed in previous section
the solution of the integral equation (28) can be written in the
form

2 AVTX,)
\“"(bz _ x2)(x2 _ aZ) ’

where the coefficients Aflo) have to be determined. Equation
(28) becomes

oo

2w AT, (X,) + EA“’

n=0 n=0

folx) =

(32)

f T, (X, VKO (x,x")dx'
\,(bZ _X/Z)(xIZ _ a2)

™
=— ) 33
580() (33)

In order to obtain a system of linear equations for unknown

coefficients A, consider the inner product with 7,,(X,). [The

spectral postmultiplication of the integral equation with the
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function 7,,(X,) is somewhat arbitrary since one cannot hope
to achieve a spectral diagonal (perfect separability). Rather
one hopes that the Chebyshev polynomial function in ques-
tion will strengthen the diagonal of the resulting spectral
system of equations.] The relationship (33) becomes

S04 + E K24 = ¢ m=0,1,2,. (34)
n=0
where
S0 K'(c)/(2b), form #0
m | K'(e)b  form=0,

(0) J J T,/(X,)T,(X, VK (x,x")dxdx'
o« NP =) (P =N - D) (2 - a?)

(35)

o_T f P Tu(X,)g,(x)dx 36)

" o NP =) (P -dd)

The way the infinite linear system was obtained (34)
shows that the system is equivalent to the integral equation
(28). Since the linear system comes directly from the integral
equation the proof of uniqueness also applies to the linear
system. That is the infinite linear system always has an
unique solution.

Remark 3: The conversion of the relationship (33) into a
linear system (34) is equivalent to a Galerkin formulation.
Alternatively, a collocation method can be used by imposing
Eq. (33) to be satisfied at a special set of points. In this case
the Galerkin procedure is preferred due to its connection
with the above defined inner products.

C. The infinite system of linear equations equivalent
to the “even” integral equation

The solution of the integral equation (29) shall be writ-
ten in the form

2, AYT,(X,)
felx) = . (37)

V(b =) (22 - d?)

where the coefficients Aie) have to be determined from the
integral equation. We obtain

2 wlAYT,(X,) + 2 AY
n=0 n=0

fb 2x' T, (X)) K (x,x")dx'

p \,'(bZ_x/2)(xl2_a2)

g.(x). (38)

mm

The “even” inner product with T,,(X,) yields the infinite sys-
tem of linear equations

S2plIAl) L KA gl 20,12, .., (39)
n=0

where
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5{6)2 —

m

{77/2, form #0

7, form=0.

4oex" T (X,) T(X2) K (x,x" ) dxdx'

e[ ] i

AN - x)(x2 =)’
(40)
b
O_T f 24T, (X,) g (x)dx
8m 2 . \’/(b2_x2)(x2_a2). (41)

D. The forces due to fluid pressure upon the
diaphragm

In order to obtain the resultant force and the resultant
moment of pressure upon the diaphragm consider the rela-
tionships

Polx,—0)= f FOK (Jx = x")dx’,
S

Polx, +0) =p(x,0) - f SOOK (Jx = x"ax’,
S

giving the pressure on two faces of the diaphragm in terms of
the function f(x). Hence

pw(x’_o) _pw(x7 +0) = _Po(x,o) + f f(x’)K(|x—x'|)dx'.
N

By introducing the odd and even parts of the function f we
can write this relationship in the form

pw(xv_ O) _pw(x’ + 0) = _PO(X’O)

> (P
+ —J So(x")K (x,x")dx’
™ a

2 (P
+—J S (XK (x,x")dx".
™ a
Hence,

_ J<+a [p.(x,— 0) = p,(x, +0)]dx

=- fﬂl O(x,0)dx + — f dxf f.(x"K (x,x")dx’,

M= fﬂ X[ p,(x,—0) = p,(x, +0)]dx

=— fmxpo(x 0)dx + — f xdxf f,(xK,(x,x")dx' .

By using the expressions (32) and (37) of the two functions
fo-fe We obtain

in(aky sin ) <
pe_pSinaksint) < AVE, (42)

kO sin 00 m=0
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cos(aky sin 6;) _ sin(ak sin 6,)

M =2ai

+ 2 AYMm,,

kq sin 6, (kosin 6> = "
(43)
where
f j 2x'T, (X, VKO (x,x" )dx' , (44)
\(b2 12 (x/Z a2)
4 (¢ b T,,(X('))K(”)(x,x’)dx’
M,=—| xdx| HS———s. (45)
mJo a V(b =x")(x"*—a”)

Remark 4: We note that due to 2D model considered in
this paper the pressure does not depend upon the y-variable.
Correspondingly, the total normal force and moment on the
diaphragm can be obtained by multiplying the quantities F
and M [given by formulas (42) and (43)] by L,, the dia-
phragm’s width.

VI. NUMERICAL ANALYSIS OF THE LINEAR
SYSTEMS

For both the “odd” and “even” cases an infinite system
of linear equations for solving the problem was obtained.
However, the coefficients of these systems cannot be evalu-
ated analytically, hence they must be computed by numerical
methods.

A. The “odd” case

To begin consider the problem of computation of gener-
alized Fourier coefficients of a given continuous function
with respect to the orthogonal bases {T,,(X,)} in the Hilbert
space Ly(a,b). For example,

T
g = 2480, T (X,)-
Let h(x) be a smooth function defined on the interval
(a,b). Then,
h(x0) T, (X,)dx
b2 _ x2)(x2 _ a2) :

By inverting the relationship (31) the following expression
for x can be written:

b
(h(x), T, (X,)), = J /
a V(

x= \/b2 - (- az)snz{ I% arccos(X,,)J , (46)

where sn is the Jacobian elliptic function and,
X,=cos 0. (47)

By means of the changes of variables (46) and (47) there
results

fh h(x)T,,(X,)dx
o N =) (2 - d?)

K/ m KV
=— h( \/bz— (b2—az)snz(—ﬁ))cos(mﬂ)df).
b J, T

(48)
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By using the relationship8

sn(u+2K',c¢’)=-sn(u,c'),

we can write

K’ K’
nz[—(e+ 277),6'] = sn2<—a+ 2K',c’>
T T
KI
= sn2<—0,c') .
T
Hence, the function

h= h( \/bz— (bz—az)sn2<£’0))
o

is a smooth, even, 2m-periodic function. The generalized
Fourier coefficient can be written as

!

h,(f) = (h(x),T,(X,)), = 55

260"
where
- 17 2 2 oo K
h,=— h b*— (b*—a”)sn”| — 0] |cos(mb)do,
7J, T
m=0,1,...

are the (cosine) Fourier coefficients of the smooth function

h(#). They can be well approximated by means of the dis-
crete cosine Fourier transform and can be efficiently com-
puted by using a DCT algorithm based on FFT."

For determining the coefficients Kf;
pression

) = (h,x" ), To(X2)) o T(X,))e
— fb fb Tm(Xo)Tn(X(’,)h(x,x')dxdx’
B V(B

_xz)(xz _ a2)\/(b2 —x’z)(x’z _ az)'

consider the ex-

n’

By using the change of variables

K/
x= \/b2 - (- a2)sn2(— 0)
ar
K/
X = \/bz— (bz—az)snz(—ﬁ’),
r

there results

27 (2 ’
mn 47T2b2f f <\/b2_(b2_a2)sn2(%0>’

K!
\/b2 —(b*- az)sn2<—0’>) - cos(m6)cos(nd’)dodo’ .
o

Thus, in the case the function i(x,y) is given by its analyti-
cal form, the coefficients hf:li can be computed by means of
a 2D discrete cosine (Fourier) transform.

In order to evaluate the contribution to K( . COefficients
of the integral terms in the expression of the kernel K
X (x,x") we introduce the functions
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SZ(k()t) = <Sin(k0tx)»Tn(Xo)>0
which can be computed as

Sy(kot)

K’ 2 K’
=— sin{kot\/bz— (b2—a2)5n2<—0>}cos(n0)d0
2mb J, T

by using a DCT algorithm. Now due to the special form of
the integrals a parallel algorithm for computing simulta-
neously all of the integrals corresponding to all values 0
sn<N, Osm=n by certain quadrature formulas may be
employed. Consider, as an example, the Cauchy principal-
value integral

b b 2 .
kotx)T, (X
e [ [t [ teona)
aJa 0 N(b* = x)(x"—a”)
sin(kotx")T,(X))  dt

\,r(bZ _er)(x/Z _ aZ) 2-1

We can write

2p

I(f—f S”(kot) m(kot)d D
0

11/

_] Spkot Sy (kot),

w;,1; being the weights and, respectively, the nodes of an
even (2p) Gauss-Legendre quadrature formula.

By the same method the moment coefficients M, may be
obtained

2K’ a 2
”=_j xdxf K©
b J, 0
2 2 o o K
X\ x,\/b”= (b —a”)sn*| — 6| |cos(nh)do.
iy

For the explicit terms in the kernel K® the calculation is
straightforward. For the terms containing integrals take as an
example the same integral as before. Thus,

T,(X))dx'
IMI - _J xdx f (bz /2)(x/2_a2)

y f s1n(k(}xt)sm(k(}x t)

4
dt=—
o

2 . 0
koat koat) \ S (kot
Xf <s1n(20a)_acos( 0a)> ,2,( O)dt
0 kot kot -1

The resulting integral can also be computed by means of an
even Gauss-Legendre quadrature formula.

B. The “even” case

A similar analysis can be performed for the “even” prob-
lem. In this case only the final formulas shall be given. Thus,
for a smooth function i(x) along the interval (a,b)
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~ b 2xh(x)T,(X,)dx
(h(x), Tm(Xe»e - L Vy(bz _ x2) ()C2 _ a2)

al [*7 a+b b -d?
=—— h e cos 0
2wl 2 2

X cos(mb)do

is obtained. Hence,

2
() E) A
gm (2 m»

where h,, are the cosines Fourier coefficients of the even,
2r-periodic function

. at+b* b -d?
h(0)=h + cos 0.
2 2

Also, for the coefficients
Iy = KR O6x ) T, (X0)) e Tpl(X))e
bt 4! T, (X,)T,(X))h(x,x")dxdx'
) -fa L V(b2 = D) (2 - A2 - XD (x'2 - a?)

there results

@ 1 27 (2T Cl2 + b2 bZ _a2
he) =— h + cos 0,
40 Jo 2 2

a+b* b -ad?
5 + 3 cos 0| - cos(mB)cos(nd')dodo',

a formula which can be used in the case an analytical expres-
sion is given for the function h(x,x’) by means of a 2D
cosine Fourier transform.

The terms containing integrals are defined as

SZ(kot) = <Sill(k0l)€), Tn(Xe)>e

0 2

Hence,
b b 2 o
4 kotx)T, (X
K= f f dxdx’ f i zsm(zox)z "’(2“)
a Ja 0 \‘J(b - X )(.X —Cl)

sin(kotx")T,(X))  dt
\’/(bz _x/2)(xr2 _ a2) £-1

2 e e 2p

S¢(kot) Sy, (kot) w; .

= J ([)2 _ 1 0 dt = E [2 _] 1 Sfl(kotj)sm(kotj) .
0 j=11Y

Finally

4 a 2
F,= —f dxf K
m™Jo 0

at+b> b*-d°
x| x, 5 + 5 cos 0 |cos(n6)do

for the explicit part of the kernel and
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L[> L2+ -
=3 sin| kot + > cos 0 |cos(nd)do.

4 (¢ (" 2x'T,(X))dx'
IF,=—| dx 72 o2 2
o Ja V(BT =x")(x'"=a)

2 : ’
koxr)sin(kox't 2
Xf sin(koxt)sin(kox )dt=—

0 t2—1 au
2 e

1 = cos(kgat) \ ¢ (kot
0 kot =1

for the part containing integrals which cannot be obtained in
closed form. The last integrals can be computed (for all the
values of n) by using a vectorized form of an even Gauss-
Legendre quadrature formula.

VIl. NUMERICAL RESULTS

The parameters in the present problem are: the angles
0;, ¢; giving the incident-wave direction, a, the diaphragm’s
half length, b-a the slit’s width, the depth A, and frequency
f=w/2m. We consider a=1 such that all the lengths are nor-
malized with respect to half-diaphragm length.

For determining the pressure on the diaphragm we have
to solve firstly the systems (34) and (39) for the coefficients
Afl") and Aif). As the representation formulas (32) and (37)
assure the proper behavior of the pressure at the points a and
b the infinite systems have good convergence properties,
such that only a few terms have to be retained in the infinite
systems. Once the parameters Aff) and Aff) are determined,
the moment M and the force F are provided by formulas (43)
and (42), respectively.

The numerical values M(6;, ¢;) obtained by solving the
problem satisfy the relationship

M(6;,¢;) =M cos ¢; sin 6;,
where
M = M(m/2,0).

We denote by Mo and Fo the moment and the force
corresponding to the incoming and reflected wave when b
=a (the solution of the problem without slits) and have plot-
ted in Fig. 4 the value of the ratio M/ Mo for certain values
of h>0 and b> 1. Also, in Fig. 5 is plotted the amplitude of

M/Mo

05

10

FIG. 4. Variation of the moment ratio M /M, with b and h at a frequency of
10 kHz.
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0.7-|F/Fol

0.6+

0.5+

10 -

FIG. 5. Variation of the modulus of force ratio F/F, with b and h at a
frequency of 10 kHz.

the ratio F/Fo. It is to be noticed that in contrast to the
moment, the force F has a phase delay plotted in Fig. 6.

Figures 4 and 5 point out that the interesting case from
the design point of view, characterized by larger values of
moment and force, is that of values of b closer to 1 and
larger values of h. All the calculations were carried out for
the frequency value f=10 kHz.

Some physical explanations of these results can be pro-
vided by analyzing the diffraction of a plane wave by a grat-
ing. This problem, in the case of a simplified one-mode ap-
proximation, has an explicit analytical solution'"'? and a plot
of the transmission coefficient is given in Ref. 13, Fig. 2(b).
It is clear that the transmission coefficient is significantly
lower than unity only in the case of very narrow slits. For
wider slits, an important part of the incoming plane wave is
passing through slits in the lower half-plane, equalizing the
pressure on the two faces of the diaphragm. As the dia-
phragm is driven mainly by the pressure difference on the
two faces of the diaphragm (or by the net moment due to the
pressure difference) it is clear that the device will work better
in the case of very narrow slits. In the case of the finite depth
of the backing cavity, the lower wall of the backchamber will
give a reflection of the waves which have penetrated the slits

arg(F/Fo)

—0.5+

FIG. 6. Variation of the phase of force ratio F/F, with b and h at a fre-
quency of 10 kHz.
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Modulus of Force Ratio vs Frequency
(h=0.9, a=1.000, b=1.001)

0.8+
0.7

0.6+

©
o

T —
0 5 10 15 20
Frequency [kHz]

FIG. 7. Increase of the modulus of the force ratio with frequency (a
=1.0 mm, »=1.001 mm, 2=0.9 mm, 6,=0).

giving an additional increase of the pressure on the lower
face of the diaphragm and decreasing the pressure difference
between the two faces.

Next, we investigate the dependence of moment and
force upon frequency. These functions are plotted in Figs. 7
and 8. The normalized force amplitude |F/Fol is increasing
nearly linearly with frequency while the ratio M/Mo is prac-
tically independent of frequency.

The analysis performed in this paper considers a simpli-
fied model for the directional microphone. There are many
aspects of the analysis and design to consider in the devel-
opment of the device. This paper focusses only on the ap-
plied moments and forces due to sound. Finally, we assumed
in this work that the diaphragm is a rigid plate. The elasticity

Moment Ratio vs Frequency
(h=0.9, a=1.000, b=1.001)

0.6130+

0.61254

0.6120

M/M,,

0.6115+

0.61104

0.6105

0 5 10 15 20
Frequency [kHz]

FIG. 8. Variation of the resultant moment of pressure with frequency (a
=1.0 mm, 5=1.001 mm, =0.9 mm, 6,=90°).
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of the real diaphragms will give supplementary problems
which can be addressed only in a more completed computa-
tional model.
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Recently, an acoustic technique has been proposed to measure the scattering strength and the
dynamics of weak moving scatterers in a reverberant cavity: diffusing reverberant acoustic wave
spectroscopy (DRAWS). Both parameters are obtained from the correlations of the
reverberated-scattered transient pressure fields for different scatterers positions. This technique is
based on a diffusive field theory [de Rosny er al., Phys. Rev. Lett., 90, 094302 (2003)]. Here, a more
systematic approach of the DRAWS technique properties is presented. Moreover, an important
extension is proposed using the fourth-order moment of the field, or the variance of the correlation
estimator. Contrary to the correlations (second-order moment) that allow the measurement of the
scattering cross section, its variance (fourth-order moment) is shown to be mainly sensitive to the
scatterer displacement. The robustness of DRAWS is discussed using different configurations: a
computer simulation of a moving scatterer in a two-dimensional cavity. Experiments were also
carried out with a 23-mm-diameter copper sphere moved by stepping motors in 16 liters of water,
and finally a human walking in a 125-m® reverberant room. © 2006 Acoustical Society of

America. [DOL: 10.1121/1.2146107]

PACS number(s): 43.20.El, 43.20.Ye, 43.30.Gv, 43.80.Ev [EJS]

I. INTRODUCTION

In the last decades, techniques based on multiply scat-
tered waves have been developed to characterize clouds of
moving scatterers. Conventional techniques such as Doppler
imaging cannot be applied in this case because they are
based on a single scattering approximation. To overcome this
limitation, the diffusing wave spectroscopy (DWS; Maret
and Wolf, 1987; Pine et al., 1988) has been developed in
optics to measure the diffusion constant of Brownian scatter-
ers from the temporal fluctuations of the speckle of a multi-
ply scattered laser beam. Later, DWS was extended to acous-
tic waves with the diffusing acoustic wave spectroscopy
(DAWS; Cowan et al., 2000; 2002). In acoustics, one can
easily record the transient acoustic response of the multiple
scattering medium. Therefore, more information can be ob-
tained from the field fluctuations with respect to the propa-
gation length, i.e., the scattering order. Finally, for weak scat-
terers in motion in a strongly reverberant medium, it has
been recently demonstrated that the acoustical total scatter-
ing cross section o can be determined from an ensemble of
transient pressure fields recorded for uncorrelated positions
of the scatterer (de Rosny, 2000; de Rosny and Roux, 2001).
It was shown that the ratio of the coherent intensity (square

YAuthor to whom correspondence should be addressed. Electronic mail:
sconti@ucsd.edu
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of the sum of the transient responses) and the incoherent
intensity (sum of the squared transient responses) decreases
as exp(—L/l), where L is the acoustic path, and /; the mean
free path. Later, a more general approach was developed in
the case of a single scatterer (de Rosny et al., 2003). Like
DWS, it consists of studying the normalized correlations be-
tween transient fields recorded at a given propagation time
for two different positions of one scatterer. These works led
to the diffusing reverberant acoustic wave spectroscopy
(DRAWS), where the dynamics and the total scattering cross
section o7 can be estimated from normalized field correla-
tions. DRAWS is based on two main assumptions. First, the
mean free path [, of the scatterer is much larger than the
dimensions of the cavity. Second, the wave is reflected mul-
tiple times on the boundary of the cavity before extinction.
The last assumption implies that the field is diffuse in the
sense of room acoustics theory (Schroeder, 1959), i.e., it is
isotropic and homogeneous.

The accuracy and precision of DRAWS to measure the
total scattering cross section o was characterized using stan-
dard metal spheres in water for ultrasonic waves (Demer ef
al., 2003). DRAWS was since used successfully to measure
o for Antarctic and Northern krill in small seawater contain-
ers with ultrasonic waves (Demer and Conti, 2003; Conti et
al., 2005), for fish in large seawater tanks with ultrasonic
waves (Conti and Demer, 2003), and for humans in air with
audible acoustic waves (Conti et al., 2004).
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However, the ability of DRAWS to characterize the av-
erage scatterer motion was investigated only once by de
Rosny et al. (2003). Here, we propose a more detailed inves-
tigation of DRAWS to characterize the type and magnitude
of the scatterer displacement. Also, we extend the DRAWS
theory and demonstrate that the variance of the correlated
field for two positions of a scatterer can provide a metric for
the magnitude of the scatterer displacement, independently
of the total scattering cross section.

The theoretical principles are confirmed first using simu-
lations for a single scatterer in a two-dimensional reverberant
cavity, and then experimentally with a standard metal sphere
in a stainless-steel bucket filled with water for ultrasonic
waves, and with a human in a squash court for the audible
range.

Il. FORMALISM
A. Theory

Consider a reverberant cavity of volume V with one
fixed transducer transmitting N pulses at a constant repetition
rate. For each pulse, transient fields in the cavity are recorded
by one or more receivers. One scatterer is moving by con-
stant steps Ox in the cavity between each of the N pulses. The
average displacement of the scatterer after n steps is denoted
as Or(n). For the pulse k, the transient field is denoted as
h(t), with k ranging from 1 to N. After n steps, the coherent
intensity (the cross correlation) and the incoherent intensity
(the autocorrelation) of the hy(r) are, respectively, I,(r)
=(h(t)hyen(t)) and A(t)=(h,(t)?), where (-) is the average
over the N pulses (Ishimaru, 1978; Sheng, 1995).

When the positions of the scatterer are uncorrelated be-
tween transient fields, de Rosny and Roux (2001) demon-
strated that the normalized cross-correlation function gi(n
=1)=[1,(t)]/[A(r)] of hy(z) and hy,,(t), decreases exponen-
tially with the scattering mean free path [ g\(n=1)
~exp(-tc/l,), where ¢ is the sound speed in the medium.
The time decay of g}(n) is a mean to estimate the scattering
mean free path [, and the total scattering cross section of the
scatterer for a diluted medium since op=V/I,.

It is shown here that the normalized cross-correlation
function g}(n)=[1,(1)]/[A(#)] is a function of both the total
scattering cross section o and the displacement &r(n) of the
scatterer. Then, we demonstrate that the variance 2,,(¢)
=((h () gy ()?) = () By, (1))> Of the cross correlation
hi(£)hy,.,(7) can be written as a function of g/ (n) and the total
scattering cross section o, and used to estimate the average
displacement of the scatterer.

1. Normalized cross-correlation function

The expression of the normalized cross-correlation func-
tion with the motion of the scatterer was presented by de
Rosny er al. (2003). The acoustic field /;(¢) can be described
as the infinite summation of the contributions A;'(z), corre-
sponding to the field scattered m times. In a dilute medium,
the contributions A;'(r) are uncorrelated between each other,
since the scattering events are independent,
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(1) = 2 B(r).
m=0

The total intensity after m scattering events is proportional to
(h}'()). Between t and t+dt, the total intensity in the cavity
will decrease by (c/1,)(h}'(1)*)dt due to the scattering from
the scatterer after m scattering events, and also by (c/l,)
X (h{(t)*)dt due to the absorption from the cavity and the
scatterer. [, is the absorption mean free path due to the at-
tenuation in the cavity and the absorption from the scatterer.
At the same time, after the first scattering event has occurred
m>0, the total intensity increases by (c/ ls)(hf_l(t)2>dt cor-
responding to the intensity from the m—1 preceding scatter-
ing events. From these considerations, the following Kol-
mogoroff system of equations can be written:

a(h’(1)? c.c
%*(pg)wm .
and for m>0

- =i«w*m%—wﬁwn—2MﬂN% @

The solution for this system is a Markoff—Poisson process

(h () = (h2(1)2>eXp(— tl—c)(m’;ﬂ eXp(— t—c) . (3)

! 1,

From the independence of the scattering events,

(hZ’(t)hZ“(t)):O for m# m’, the coherent intensity becomes

1,(0) = Iy by (1) = 25 OB (1) (4)
m=0

The normalized cross-correlation function of the mth scatter-
ing event is

(M (DR, (1)
(m) _ k k+n .
=y )
therefore,
(O hen(0)) = 25 (HEORL, (D)= 2 (H(0)g V" (),
m=0 m=0
(6)
and with Eq. (3)
<mmm¢m=m%ﬂw4—?—?)
« (l + 2 (lC/l:.)mg(lm)(n)) , (7)
m=1 m:
with (i (1)2)=(hY()>)exp(~tc/1,),
o (tell)m
gi(n) = eXp<— %)(1 + 2 @g({”)(n)) : (8)
s m=1 m:

The normalized cross-correlation g(lm)(n) is equal to the

integral over the possible motion y of the normalized spatial
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FIG. 1. Theoretical predictions for the ratio X,(¢)/X;,(r) and g|(n) in the
case of a 23-mm copper sphere in 16 liters of water and various displace-
ment amplitudes. (a) and (b): Case of ballistic motion. (c) and (d): Case of
2D random walk. (e) and (f): Case of 3D random walk. The displacement of
the scatterer relative to wavelength dx/\ is comprised between 0% and
300%, from light to dark.

cross-correlation function of the wave field S.(y) multiplied
by the probability for the scatterer to move a distance y after
n steps,

g"(n) = f S.(y)"P,(y)dy. )
0

For ballistic motion r(n)=néx, and the normalized spatial
cross-correlation function of the wave field is S.(y)
=[sin(27y/N)/(27y/\)]? (Cook et al., 1955), and the prob-
ability P,(y) is the Dirac function &(y—r(n)) (de Rosny et
al., 2003). In this case, the normalized cross correlation is
given by

m(27rn5x/)\)2)- (10)

() x|
g1 (n) exp( 3

Finally, for ballistic motion, the normalized cross-correlation
function g/(n) becomes

. tc 1 néx \2
g1<”>=exp(-z<l ‘“4‘5(”7) )))

S

(11)

It can be rewritten as a decreasing exponential: g(n)
=exp(—a(n)t), where the exponential decay with time of
g'(n) for ballistic motion [Fig. 1(b)] is given by

2
aln) = c;‘./.T(l - exp(— %(2#%) ))

In the case of a 2D or 3D random walk with steps ox,
the normalized cross-correlation g(lm)(n) becomes
(de Rosny et al., 2003)

(12)
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1
"(n) = (13)
gl 1 ( \/;6)5)2
1+ —m|2m
3 N
and
¢ ) = L (14)
2 \rné\x
1+ —m|2m N

respectively. In these cases, no analytical expression can be
derived for g’1 (n). Nevertheless, numerical estimates can be
obtained from Eq. (8) [Figs. 1(d) and 1(f)]. The decay with
time of g(n) is not simply exponential anymore. However,
for short propagation times, the slope of the semilogarithmic
curve is fairly linear. A first-order approximation with rc/l;
yields the exponential decay a(n). Indeed,

tc
g1 =1 =1 =g (m) ~ 1 - aln)r. (15)
For a 2D or 3D random walk, a(n) becomes
_ X 1.
a(n) = ﬂ(l | 1+=@mnaun)? ), (16)
Vv | 3 i
and
o _ »
a(n)=c;‘7<1 - 1+§(27T\e’n5x/)\)2 ), (17)

respectively. Therefore, measuring the slope at the origin
with respect to n is a very convenient and simple way to
characterize the motion of the scatterer. For each of the three
types of motion, the theoretical predictions for the measure-
ment a(n)V/c are shown in Fig. 2. a(n)V/c tends asymptoti-
cally to the absolute o, as the average displacement between
acquisitions increases. Hence, the estimate of the total cross
section using a(n)V/c is within 4% of the expected value o
when the displacement of the scatterer is greater than 0.5, 2,
or 3 times the wavelength respectively for ballistic motion, a
2D random walk, or a 3D random walk (Table I).
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TABLE I. Percentage of the measurement «V/coy for various threshold
values of the scatterer displacement Jr relative to the wavelength N. Case of
ballistic motion and 2D or 3D random walks.

Motion type Ballistic Random walk 2D Random walk 3D
or/\ 0.5 2 3
aVlicoy 96.5% 96.7% 97.7%

2. Ratio of the variances

It is of interest to study 2,,(¢), the variance of the cross
correlation i ()hy.,, (7). Indeed, we demonstrate that the ratio
of the variances 2,(r)/2,,(¢) is mainly sensitive to the scat-
terer displacement, and not to the total scattering cross sec-
tion. The variance estimator %,(¢) is given by

1 N-n
En=1— > 0 ()2
k=1

-n

1 N-n 2
- (mg hk(t)hk+n(t)) . (18)

Assuming the /,(¢) are jointly Gaussian variables, and intro-
ducing the variance of the autocorrelation X ,(¢) which is
equal to 3(2), the ratio of the variances is (see the Appen-
dix)

tc
1- exp(— 21—>

a0

N - .. _

of () (0B}

-20 | n.----—.-nn.n.-.- |

) L I 1 1 I it 1 L 1 "
0

18} .
F16f .
= 14 .
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= . . . . . . \ . .
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Time {ms)

FIG. 3. Theoretical predictions for (a) gj(n=1) and (b) 2,(1)/Z,,() for a
23-mm-diameter copper sphere (o;=766 mm? dark dashed) and a
2-mm-diameter copper sphere (o7=5.78 mm?, light solid) in 16 liters of
water. Case of ballistic motion with a displacement of the scatterer relative

to wavelength dx/\=3.
tc
1 —exp{-2—
L

e
1+gi(n)?*-2 exp(— 2l—c>

A0
2In(t) =2

(19)

For ballistic motion, g}(n) with Eq. (11) gives the fol-
lowing analytical expression for the ratio of the variances:

=2
3.0 tc tc 1 nox
1 —exp —21— 2 —exp 21—exp -3 2m—

N

as shown in Fig. 1(a).

For 2D or 3D random walks, the analytical formulas for
the ratio 2,(1)/2,,(t) cannot be obtained directly. But,
3.4(6)/2,,(t) can be evaluated numerically, as shown in Figs.
1(c) and 1(e) using Egs. (13) and (14), respectively.

When the displacement of the scatterer is small, g'(n)
=1, and 2,(¢)/2,,(?) is slightly larger than 1. When the po-
sitions of the scatterer are uncorrelated, g}(n)=exp(-tc/ly),
and the ratio 2.,4(¢)/2,,(¢) reaches 2.

Since g/(n) depends mainly on the total scattering cross
section, its ability to detect a weak scatterer will depend on
the total scattering cross section if the displacement of the
scatterer is large relative to the wavelength. On the other end,
3,4(¢)/ 2, () mainly depends on the displacement of the scat-
terer and not on the total scattering cross section. Therefore,
this ratio is much more sensitive to a weak scatterer for large
displacements. For instance, with either a 23-mm-diameter
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(07=766 mm?) or a 2-mm-diameter copper sphere (o
=5.78 mm?) in 16 liters of water, following ballistic motion
with steps equal to 3 wavelengths, the theoretical predictions
for the ratio 2 ,(z)/2,(¢) are equal to 2, independently of the
total scattering cross section, whereas the decay of g}(n) is
too small to be estimated for the small sphere (Fig. 3).
Hence, 2 ,(1)/2,,(2) is a good metric to detect the motion of
a weak scatterer. From a practical point of view, the use of
either g\(n) or 3,(r)/3,,(1) presents different advantages.
24()/2,,(r) is more sensitive to noise since it is defined
from the fourth-order moments. The signal-to-noise ratio is
the dominant parameter for practical use of the ratio
24(0)/2,(1). In any case, a sufficiently large signal-to-noise
ratio must also be obtained in order to estimate o accurately
using g}(n). Therefore, the condition on the signal-to-noise
ratio must be verified for both g(n) and 3,4(1)/3,,(2).
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B. Displacement estimation

As shown by Eq. (8), the normalized cross-correlation
function g'(n) depends on both the scattering mean free path
I, and the ratio between the displacement of the scatterer dx
and the acoustic wavelength N. If dx/A> 1, the dependence
of g'(n) on displacement of the scatterer is negligible. There-
fore, when the displacement of the scatterer is large com-
pared to the wavelength, the successive positions are uncor-
related, and the exponential decay of g}(n) leads to the total
scattering cross section or=a(n)V/c [see Egs. (12), (16),
and (17); Fig. 2]. For smaller displacements of the scatterer,
Oox/\ lower than 1, the estimate of the exponential decay
g'(n) is a function of n and &x/\.

As discussed in part Sec. IT A, the displacement of the
scatterer can be estimated from the measurements of a(n).
After n steps of amplitude Jx, the actual displacement to
consider for g}(n) is nédx for ballistic motion, and 2Vnéx or
\6ndx for 2D or 3D random walks, respectively. A minimi-
zation function D(8x) can be defined in order to estimate the
displacement from these measurements,

Mmax

D(&x)=— 2, |a(n) - a(n, )

T n=1

: (21)

where a(n) is the value measured from the data.

This generalization of the DRAWS method in regard to
the fourth-order moments and the estimate of the displace-
ment of the scatterer is tested and confirmed here using ex-
periments for which the displacements of the scatterer are
controlled. First, a standard metal sphere is moved by step-
ping motors. Then, a human walks with controlled steps in a
reverberant room. In the case of a group of scatterers, in the
limit of a large number of scatterers compared to the scatter-
ing order m, g(lm)(n) is equal to (SS.(y)P,(y)dy)™ (de Rosny
et al., 2003).

Ill. RESULTS
A. Simulations

The simulation was performed using a second-order fi-
nite element time-domain scheme for a two-dimensional cav-
ity, similar to the one presented in de Rosny and Roux
(2001). There was no absorption in the cavity, therefore 1,
=0, The cavity was a 300- by 300-pixel square, with a spa-
tial resolution of 8 pixels per wavelength (0.125\ per pixel),
and Dirichlet boundaries conditions. The sound speed was
¢=1000 m/s. One emitter transmitted a 50% bandwidth
pulse with center frequency f.=1 kHz. Reverberation time
series were recorded using 28 receivers, 2\ apart from each
other. The scatterer in the cavity corresponded to 1 pixel, and
was defined by the sound-speed contrast ¢, ere/ €. Since the
total scattering cross section of the scatterer o could not be
derived theoretically for the simulation due to the heteroge-
neity of the two-dimensional simulation lattice, oy was
evaluated using simulations measuring /; for K=0 to 50 scat-
terers in the cavity taking random uncorrelated positions. o
was obtained from the slope of V/I, versus number of scat-
terers since o{(K)=V/KI, with V=(300x0.125)?. For a
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FIG. 4. Measurement of a(n)V/c versus displacement relative to wave-
length Sr(n)/\. Case of a 2D simulation for a single scatterer with sound-
speed contrast Cyerer/ ¢=0.7. The measurements (dark dashed) are com-
pared to theoretical predictions (light solid) for (a) and (b) two different
ballistic motions, and (c) a 2D random walk. The theoretical predictions are
obtained using Eq. (11) for the ballistic motions and Eq. (16) for the random
walk.

sound-speed contrast cCy.erer/¢=0.7, the total scattering
cross section normalized to the wavelength o;/N was
3.122X 1072,

The same simulation was then used with only one scat-
terer for two different ballistic displacements and a random
walk. In all three cases, the scatterer was moved 1 pixel be-
tween consecutive pulses k and k+ 1, corresponding to a dis-
placement dx=A/8. Ensembles of 200 positions were simu-
lated, but N=100 positions was used for the calculations.
Using the pulses k and k+n as consecutive, with n ranging
from 1 to 100, the displacement of the scatterer was or(n)
=n\/8 for the ballistic motion. For the random walk, the
average displacement of the scatterer was estimated using the
actual positions of the scatterer during the simulation.

The theoretical predictions and the measurements of
a(n) versus relative displacement of the scatterer for the two
ballistic motions, and the 2D random walk are in good agree-
ment (Fig. 4).

B. Controlled experiments
1. Sphere moved by stepping motors

A first set of experiments was obtained using a
23-mm-diameter copper sphere in a 20-liter stainless-steel
bucket filled with approximately 16 liters of fresh water. The
transmitted signal was a 15-ms-long chirp between 200 and
800 kHz (f,=500 kHz, \/2=1.4 mm), and the transient
fields were recorded over 50 ms using an 8-bit resolution
oscilloscope for five positions of the receiver. The total scat-
tering cross section was estimated for three narrow frequency
bands centered at 300, 500, and 700 kHz with a 10-kHz
bandwidth, after filtering the data in the corresponding nar-
row bands. The sphere was moved using stepping motors.
The displacement of the sphere between two consecutive
transient fields was dx=0.1 mm for a total of 200 positions
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FIG. 5. Estimate of a(n)V/c versus displacement relative to wavelength
Sr(n)/\ for a 23-mm-diameter copper sphere following ballistic motion in
16 liters of water. The measurements (dark dashed) are obtained for 10-
kHz frequency bands centered at (a) 300; (b) 500; and (c) 700 kHz. Theo-
retical predictions (light solid) are obtained using Eq. (11).

(8x<\/20). Practically, the sphere was moved constantly at
a very low speed (0.02 mm/s), and its position was mea-
sured continuously with the stepping motor controller. Once
the desired position was reached, the emission/acquisition
system was triggered, and the measured position of the
sphere was compared to the desired one.

The results are in good agreement with the theory for
each of the frequency bands centered at 300, 500, and
700 kHz (Fig. 5). For displacement greater than half the
wavelength, the measured total scattering cross section cor-
responds to the expected value. For 6r/N>0.9 (approxi-
mately), the measurements appear to be higher than the ex-
pected value. In order to achieve such displacements of the
sphere, the time intervals between shots had to be increased.
As the time intervals increase, parameters of the medium
such as the temperature are more likely to fluctuate. These
fluctuations lead to sound-speed fluctuations, and a positive
bias in the measurements explaining the higher values for
large displacements of the scatterer.

The experimental results for the ratio of the variances
3,4(1)/2,(1) with the 23-mm copper sphere following ballis-
tic motion at 700 kHz shows a good agreement with theory
[Fig. 6(a)]. As the time interval between the time series was
increased for the large displacements of the sphere, some
discrepancies appeared between the theoretical predictions
and the experimental results.

2. Human walking in a reverberant room

A second set of experiments was realized with a human
walking in a squash court using the experimental setup pre-
sented in Conti er al. (2004). Two-second chirps were trans-
mitted between 100 and 500 Hz (f.=300 Hz, \/2=57.5 cm),
and ensembles of 100 transient fields were recorded over 5 s
using four receivers. During the experiment, a human walked
in the room either along a straight line, or following a ran-
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3-cm steps. The points correspond to the experimental measurements, and
the straight lines to the theoretical predictions from Eq. (20) for the ballistic
motion, and Egs. (19) and (13) for random walk. The displacement of the
scatterer relative to wavelength dx/\ is 0; 1/10; 1/5; 1/2; and 1, from light
to dark.

dom walk. In both cases, the human moved between pulses
by small steps of dx=3 cm (Sx<A/20), with a 0.5-cm pre-
cision (approximately).

For both ballistic motion and 2D random walk, the ex-
perimental results with the human walking in the squash
court are in good agreement with theory (Fig. 7). For the 2D
random walk, the number of transient fields recorded did not
provide a larger range for the displacement of the scatterer
than the one presented. But, even over this limited range, the
measurements and the theory are in good agreement, and
sufficient to estimate the average displacement of the human.

For the ratio of the variances 3,(¢)/3,,(¢) with the hu-
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FIG. 7. Normalized measurement of a(n)V/co versus displacement rela-
tive to wavelength 6r(n)/\ for a human in a squash court with 3-cm steps.
(a) Case of ballistic motion. (b) Case of 2D random walk. The measure-
ments (dark dashed) are obtained between 100 and 500 Hz. Theoretical
predictions (light solid) are obtained using Eq. (11) for the ballistic motion,
and Eq. (16) for the 2D random walk.
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TABLE II. Estimated and expected displacement between shots obtained
using the minimization of the function D(8x).

Experiment Estimated displacement Expected displacement
Copper sphere 300 kHz 0.102 mm 0.1 mm
Copper sphere 500 kHz 0.100 mm 0.1 mm
Copper sphere 700 kHz 0.098 mm 0.1 mm
Human ballistic motion 3.26 cm 3 cm
Human 2D random walk 3.14 cm 3 cm

man following a 2D random walk [Fig. 6(b)], the results are
similar to the ones obtained for the 23-mm-diameter copper
sphere.

3. Estimating the displacement of the scatterer

Using the function D(8x) from Eq. (21), the displace-
ment of the 23-mm copper sphere and the human can be
estimated precisely from the acoustical measurements (Table
IT). With the sphere, D(6x) reaches a minimum within a few
percent of the actual displacement used during the experi-
ments, independent of the frequency (Fig. 8). Similar results
are achieved for the experiments in the squash court with the
human (Fig. 9). For the ballistic motion, the estimated dis-
placement is less than 10% higher than the expected value,
but the precision on the positions of the human was greater
than 10% of the actual displacement (Table II). For the 2D
random walk, the estimated displacement corresponds to the
expected one within 5%.

IV. CONCLUSION

Using both simulations and experiments in different en-
vironments, the dependence with motion of the normalized
cross-correlation function gj(n) in a reverberant medium has
been demonstrated. These results are obtained for a scatterer
following either ballistic motion or random walk. The corre-
lation of the scatterer positions between time series can be
evaluated using the ratio of the variances 2, (£)/2,,(2).

Precise estimates of the displacement are obtained with
a metal sphere for a controlled ballistic motion, and with a

Digx)
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0 002 004 006 008 01 012 014 016 018 02
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FIG. 8. Function D(8x) to estimate the average displacement Sx of the
23-mm copper sphere following ballistic motion in 16 liters of water. The
results are obtained for three frequency bands centered at 300 (dark dashed),
500 (light dashed), and 700 (light solid) kHz, with a 10-kHz bandwidth.
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FIG. 9. Function D(Jx) to estimate the average displacement &x for the
human walking in a squash court for ballistic motion (dark dashed), and 2D
random walk (light solid).

human for both ballistic motion and 2D random walk. The
generalized DRAWS method could be used to monitor the
activity of fish in an aquaculture facility remotely.

APPENDIX: THEORETICAL DERIVATION OF THE
VARIANCE ESTIMATOR

The variance estimator X,,,(z) of the cross correlation
() hy,, (1) is given by
N-n

S () = mkE Ii(0)* By (1)
=1

(A1)

1 N-n 2
- (_2 hk(t)hk+n(t)> .

N=nj
It can be written as

(1) = <hk(f)2hk+n(f)2>

1 N-n

- (N- n)zk,l2:1 iRy, (0)

= (1) Py n(1)) = (Ol (RO Ry (1)) . (A2)

The moment theorem can be applied to the Gaussian random
variables (1), hy,, (1), h/(t), and h;,,(z), and

PO (DR h1y(0)) = () g () () (1))
+ (O (D) ey (D Py (1)
+ (O () g (D (1))
(A3)

Each term of this sum can be expressed using the normalized
cross-correlation function gj(n) as follows:

O hn @)Dy, (D) = ()81 (), (A4)
OO (O (0) = (1)) g1 (), (A5)
)y (O) (D (1) = (1)) g (). (A6)

With k=1 in Eq. (24)
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(h(6) My (D) = ()P + 2{ (D Iy, (1))

= (0 (1 +2¢g1(n)?). (A7)
The variance estimator 2.;,(f) can be written as
3 1a(8) = (i) (1 + g4 (n)* = 287(0)?). (A8)

Since g}()=exp(-rc/l,) and g}(0)=1 from Eq. (8), the
variance estimator X,,(f) becomes

30(0) =<hk(t)2>2(1 +gi(n)?-2 exp(—zt—c)). (A9)

L

Finally, introducing X ,(r)=2,0(¢), the variance of the auto-
correlation A,(¢)?, the ratio of the variances is

tc
1- exp(— 21—)

1
1+gi(n)?-2 exp(— ZI—C

2,4(0) _
2In(l‘)

). (A10)
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Viscous scattering of a pressure wave: Calculation of the fluid

tractions on a biomimetic acoustic velocity sensor
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In the paper we give a method for calculating the tractions (local forces) of the fluid motion
determined by an incoming plane pressure wave on an artificial hair cell transducer structure. The
sensing element of the transducer is a standing high aspect ratio cilium in the shape of a narrow thin
curved beam (tape-like), which can be easily fabricated in micro-/nanotechnology. The method is
based on considering the system of partial differential equations describing the motion of the
compressible viscous fluid in an acoustic linearized approximation, and representation of the
velocity field as a viscous acoustic single-layer potential. The boundary conditions, stating the
cancellation of the velocity components on the solid beam, yield a two-dimensional (2-D) system of
three integral equations over the beam’s surface for the traction components. In the case of a narrow
cilium, the system of integral equations furnishes a system of two 1-D integral equations over the
symmetry curve of the structure for obtaining the tangential and normal components of the traction.
This system is solved numerically by a finite (boundary) element method. The numerical code
written for solving the problem was applied to some particular structures. The last structure is
similar to the trichobothrium of a spider Cupiennius salei. The results obtained show that the
curvature of the hair is enhancing sensitivity to flows directed normal to the main shaft of the hair
confirming the assertion of Barth er al. [Philos. Trans. R. Soc. London, Ser. B 340, 445-461

(1993)]. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2146108]

PACS number(s): 43.20.Fn [TDM]

I. INTRODUCTION

Many insects can detect the low-velocity movement of
the ambient air by means of hair sensilla that are deflected
from the resting position by the air motion. The sensilla re-
spond to the sound and wind as long as the frequency of the
incoming signal is small. This is the case in crickets whose
filiform cercal hairs vibrate in a sound field,' in caterpillars’
that react to the airborne vibrations of an approaching preda-
tor by means of filiform hairs on the thorax,z’3 in cock-
roaches and grasshoppers that can have thousands of filiform
sensory hairs of various sizes used for detecting danger.” The
spider’s filiform hairs, also referred to as trichobothria, form
spatial clusters and areas capable of detecting the magnitude,
direction and frequency of airborne signals.s’6

Fish use lateral line sensors to monitor sounds under
water.”® The lateral line system consists of an array of dis-
tributed sensor nodes, each of them being a mechanoreceptor
having as a basic element a vertical cilium attached to sen-
sory cells. When the cilium of the hair cell is bent by the
water flow, the displacement will induce output responses
from the attached nerve cells.

Filiform hair systems attracted attention of several au-
thors who derived and applied physical-mathematical mod-
els to describe the behavior of sensilla and their interaction
with surrounding fluid motion. Substantial progress has been
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made in the understanding of the physics behind the working
of individual sensory hairs. Shimozawa and Kanou’ pro-
posed a model of a hair as a slender linearly tapered cone.
The viscous force acting on the hair shaft was obtained by
using the Oseen’s approximation for the drag force generated
on a circular cylinder by a steady-state flow of a viscous fluid
given by Imai.'” A more realistic shape of hair receptors as
elongated paraboloids was considered by Kumagai e? al"

Humphrey et al."* made an extensive critical examina-
tion of Shimozawa and Kanou’s results’ and proposed a
mathematical model of the oscillatory motion of filiform
hairs of all arthropods. The shape of the hair is assumed to be
a straight, cylindrically shaped (rod-like) body of finite
length and diameter. They used as the driving force on the
hair shaft (driven by oscillating air motion) the same expres-
sion as the drag force generated on the rod of a solid pendu-
lum swinging in stationary air, given by Stokes in 1851.
The Stokes’s solution was obtained by solving the linearized
system of Navier-Stokes equations (the Stokes’s approxima-
tion). The numerical method developed by Humphrey et
al."”>'"*1 solves a rigorously derived form of the equation for
the conservation of angular momentum for a single hair; its
estimation of the dynamic drag force is very informative.

The comparison of the measured properties of hair and
air motion with the values predicted numerically by the
theory developed by Barth et al.'® showed very good agree-
ment. The theoretical considerations are of a very general
nature: they can be applied not only to different hair mor-
phologies and hair mechanics but also to different media (air
or water).!”™"?
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The exhaustive analysis in Ref. 20 has shown that the
use of the Stokes’ approximation for computing the drag
force gives better results than Oseen’s model. The conclusion
is that Oseen’s approximation is not appropriate and is not
used hereafter in approaching these problems.

In a recent physical and mathematical approach, Hum-
phrey et al.*' examined the relative importance of the various
hair parameters in determining a hair’s absolute sensitivity to
medium flow as well as its frequency tuning. The effects of
different parameters affecting the response of a hair-like me-
dium flow detector are also given for hairs in water.'®1%2

As pointed out in Ref. 22, there are two major objectives
of this work. The first is to uncover and understand the basic
“design” principles underpinning the performance character-
istics of filiform hairs by trying to understand how physics
impacted the sensory ecology and adaptive evolution of the
natural motion sensors. The second aim is to derive and
implement realistic physical-mathematical models for these
exquisitely sensitive natural sensors. A model that predicts
the hair’s response will expedite the design and fabrication
of artificial sensors of similar function and characteristics.
The value of the engineering approach to hair sensilla sensi-
tive to medium flow is also underlined by the analysis by
Shimozawa et al.”> The conclusion in Barth ef al.** is that the
outstanding sensitivity seen in the neural response of cricket
filiform hairs appear to represent the most sensitive biologi-
cal sensors so far known.

A number of researchers have recognized the utility of
the hair cell transducer structure and have applied MEMS
techniques to produce microscale artificial hair cell sensors
for sensing the perturbations of the air or water. 2730 Micro-
fabrication offers the benefits of high spatial resolution, fast
time response, integrated signal processing and, finally, low
costs.

We discuss the class of air- or water-sensing devices,
based on the momentum transfer principle, using a vertical
high aspect ratio cilium in the shape of a narrow thin curved
beam (tape-like) which can be easily micromachined. This
type of sensing element has not been found in nature, but the
hope is that they can reproduce some of the hair’s functions.
The sensor’s output is related to the direction and the inten-
sity of the flow. By providing more than two sensors, with
their cilia pointing in different directions, it is possible to
identify the direction of the local air flow (or sound).25 Prac-
tically, these artificial cell sensors are grouped in arrays of
sensors with systematically varying frontal orientation and
cilium shape.

In this paper we focus on the mechanical interaction of
the air flow with individual hair-like sensors. When the mo-
tion of the ambient medium ranges in the domain of low
velocities and the cross dimension of the body is smaller
than the thickness of the viscous boundary layer of the sup-
porting substrate, the force density acting on the hair (the
traction) is dominated by the viscosity of the flow. The rela-
tion between the incoming sound or velocity field and the
output of the sensor is obtained by first solving the equations
of the motion of the viscous compressible fluid in the linear
acoustic approximation with specified boundary conditions
for the traction on the sensing element; the next step, which
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we are not considering here, is a structure deformation analy-
sis under the known tractions. The model described here is
tailored specially for determining the tractions (understood
as local forces) on the tape-like sensors. The resultant forces
(particularly the drag resulting by summing all the local
forces) are strongly dependent on the geometry of the prob-
lem and are very different from that corresponding to rod-
like sensilla found on insects. As a result, the numerical data
obtained from this theory cannot be readily compared with
those obtained in the above-cited papers. The validation of
the theory can be done by comparing the theoretical results
with experimental values obtained for artificial tape-like mo-
tion sensors. On the other hand, some qualitative results can
be transferred between rod-like and tape-like sensors. Thus,
the last example considered in this paper can be compared to
results obtained for the trichobotrium of a spider (Cupiennius
salei). Our calculations support the assertion of Barth er al. o
that the role of curvature on the sensing hairs is to enhance
the sensitivity to flows directed normal to the main shaft of
the hair.

Despite their simplicity, these “rudimentary” velocity
sensors have an advantage over their very ‘“sophisticated”
inspiring natural sensors. While every natural hair shaft is a
single sensing element (characterized by total drag force), for
tape-like artificial sensors it is possible, depending on the
detection technique, to obtain more data as local forces in
different assigned points. This way the function of a cluster
of natural hair sensors could be substituted by just a few
artificial hair-sensing elements.

The solution of the linearized equations of viscous
acoustics is developed as a single-layer viscous acoustical
potential, which leads to a two-dimensional, regular Fred-
holm integral equation of the first kind for determining the
tractions on the sensors’ surface. Accounting for the fact that
the beam is narrow, an asymptotic analysis of the integral
equation yields a unidimensional integral equation. This
technique is similar to that used to obtain the lifting line
equation in classical aerodynarnics.32 This unidimensional
integral equation is solved by a boundary (finite) element
technique for the tractions in the direction of the normal (at
the sensors’ surface) and tangent to the sensors’ middle
curve. Based on these theoretical considerations a numerical
code has been written and some results are provided in Sec.
IV D.

Il. EQUATIONS OF MOTION OF A VISCOUS
COMPRESSIBLE FLUID IN LINEAR ACOUSTICS
APPROXIMATION FOR HARMONIC OSCILLATIONS IN
TIME

A. The equations of the motion of a viscous fluid in
the linear acoustic approximation

If the coordinate system is chosen so that the unper-
turbed fluid is at rest, the first-order equations describing the
isentropic flow of the gas can be written as?!33H

S<Eivevizo, (1)
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—+—V-:0' =0, (2)
where p’ and v’ denote the pressure and velocity perturba-

tions, o’ is the stress tensor that in the case of Newtonian
fluids has the expression

’ ’ ’ ’ 2 ’
U'ijEO'ij[P >V ]={P —(MB—_M>V°V }5;‘]‘

3
v
_ _l+_L 3
M( ox &x-) ®)

Po»Co are the density and velocity of sound in a nonperturbed
fluid, and by u and up we denote the shear and bulk viscosi-
ties.

The above equations are associated with the nonslip
boundary condition

v =0, onS, (4)

where the solid surfaces S limit the flow domain D. Thus,
the principal element to be determined by solving a viscous
acoustical problem is the velocity field (a vectorial unknown
field).

B. The basic equation in the case of harmonic
oscillations in time

We consider the case where all the physical variables are
harmonic in time with the same angular velocity w=2mf.
The case of the general time dependence can be obtained,
after analyzing each frequency separately, by Fourier super-
position. In the case of simple harmonic oscillations in time
we shall write

{p'(x,1),v'(x,0),0" (x,0)} = {p(x),v(x), o(x) }exp(- iwi),

In this case, the continuity equation (1) becomes
Vev=—"—. (5)
Also, the momentum conservation equation can be written as

1
—iov+—V-0=0, (6)
Po
which in the case of Newtonian fluids becomes
r
Qo

Av + EV =BV (7)
v

Here we have denoted

po— (/3 + upiwlcy
. .

B=

The relationships (5) and (7) give the equation for the pres-
sure,

[A+K*p=0, (®)
which in the case u=uz=0 coincides with the basic equation
determining the motion of the inviscid compressible fluid in

the linear acoustic approximation. Finally, by applying the
operator of Eq. (8) to Eq. (7), there results the basic equation
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describing the motion of the viscous compressible fluid in
linear acoustic approximation,

[A+K[A+k?]v=0. )

Here we have used the notations

0} « iwpg
k=— K=
Ve — io(4ul3 + pg)po 2

Im(k,k") = 0.

It is to be noticed that Eq. (8) is a Helmholtz-type equa-
tion and the operator in Eq. (9) is a product of two
Helmbholtz-type operators. Consequently, the velocity can be
written as a sum of two terms: the first describes a propaga-
tion mode (also called the acoustical mode) and the second is
a diffusion mode driven by viscosity.

C. Plane wave solution in the whole space

Consider an incoming pressure plane wave,
P"(%) = pociPy explikn - x}, (10)

where n is the unit vector of the propagating direction and Py
is a dimensionless constant used for scaling the amplitude of
the incoming wave. It can be verified directly that (10) sat-
isfies the basic pressure equation. Since the pressure field has
an assigned form, Eq. (7) will determine the associated ve-
locity field as

vi"(x) = ikdcipon explikn - X}, (11)
where

5o po— (4u/3 + /LB)iw/c(z)
iwpy— pk? .

We notice that in this case that the velocity field contains
only a propagating mode.

D. Plane wave solution in the half-space

Let us consider now the domain D as being the upper
half-space z>0. The z=0 plane is assumed a solid boundary,
hence the solution has to satisfy the no-slip boundary condi-
tion

v(x,y,0)=0. (12)
In the case the incident wave has the form

P(X) = pociPy explikn - x}, n, # 0; (13)
we consider the pressure field of the form

p(x) = pociPolexpfikn - x} + A exp{ikn’ - x}], (14)

where n=(n,ny,n;), n’=(n,,n,,—n,), and A is a constant.
By using formula (11) we can write

v(x) = ikéciPo[n exp{ikn - X} + An’ exp{ikn’ - x}]

+u’coPy explik(nx +n,y) - gz, (15)
where
22 2
q=\k*n;+n)) -k, Re(q)>0.
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The constants A and u® are determined such that the
solution satisfies the nonslip boundary condition:

qn, — ik(ni + ni)
= 2, 2
qn. + ik(n; + ny)

—2ikgonn,

I 2ikgdnn, 0_
gn, + ik(n® + n)z) '

gn.+ ik(ni + nﬁ) ’

0_ 2k25(n)2r + n%)nZ

u,=

. 16
qn, + ik(n* + n)z) (16)

It should be noted that the complementary velocity u
=u’ciP, explik(nx+n,y)—gz] has a boundary layer struc-
ture.

In the solution (14), (15) one can recognize the incident
wave (the first term in brackets), the reflected wave (the sec-
ond term), and the contribution of the viscous boundary layer
(the last term). Consequently, the solution in this case con-
tains a propagating mode and also a diffusive (viscous)
mode. Also, relation (16) yields the refection coefficient for
the acoustic pressure. The solution of the problem of reflec-
tion of a transverse wave from a flat boundary in the case of
an incompressible fluid can be found in Ref. 35. The most
important property of the reflected wave is that its amplitude
decreases exponentially as the distance from the solid surface
increases.

lll. THE FUNDAMENTAL FORMULA AND THE
BOUNDARY INTEGRAL EQUATION FOR THE MOTION
OF A VISCOUS COMPRESSIBLE FLUID IN THE
LINEAR ACOUSTIC APPROXIMATION

A. The fundamental formula

We assume that the body occupying the domain D* lim-
ited by the surface S is immersed into an external flow field
characterized by the pressure p’(x) and velocity v°(x) that
are solutions of the equations of the linearized viscous acous-
tics. These functions can be the plane wave solution in the
whole space or that corresponding to the half-space z>0.
The solution of the problem [p(x),v(x)] is defined in the
external domain D".

It is possible to use a direct approach to solve the
boundary-value problem by means of the finite difference or
finite element methods. Due to the infinity of the domain
these equations will be written for all the mesh points inside
domain D~. We prefer a boundary integral formulation that
involves more mathematics but results in a much simpler
system of equations written only on the mesh points on the
sensor’s surface. The starting elements are the following in-
tegral relationships that are proved in the Appendix:

p=ple) v [ [ EISRHXD
sdm(l—iov'/c)x-x'|
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W(X)=v°(x)+fj t(x") exp(ik’Jx = x'])
s

4mpovx — x|

Xda'+VV-ff
S

t(x’)[exp(zk Ix —x'[) — exp(ik|x — x |)]da

dmiowpyx — x|

(17)

By da’ we denoted the surface area element with respect to
variable x’ on the surface S. Once the traction t(x’) on the
boundary surface S is known, these relationships enable us
to determine the velocity and pressure in any point in the
domain D~. Since in the case of viscous fluids the boundary
conditions on hard bodies are expressed in terms of veloci-
ties, the relationship (17) will be used more often. This is
why we call this equation the fundamental integral formula.

Remark 1: In obtaining the relationship (17) we have
used the condition of no slip of the fluid along the surface S
(4). This is why we have in formula (17) only a single-layer
viscous acoustic potential.

The fundamental formula can also be written as

_tx)
477|x x|

YPoiwV(X) = poiev’(x) + f f

“da'

ff(x x)[t(x) - (x—x")]
dax —x'?

where

exp(ik”|x])
i — 5 (1—ik'|x])
exp(ik|x|)
— 18
|X|2 ( )
Sexpk’x) (.o K
— 0\ 1=k x| -——
x| 3
3exp(iklxl)< K*[x |2>
- | 1 —ik|x| - . 19
P - -HE) )

The behavior of the functions A and C for small values of |x|
is given by formulas
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ifx|

1
= (K +k7 I+ 2k
S +ED) + =2+ 2k)

+ O[(K* + k™)|x|],

. *
=k Tk +O[(K + k)

x[x|].

B. The boundary integral equation of the
problem

By taking in the fundamental integral formula x=X,
€ S there results

ff (xo = x")[t(x') * (xg—x")]
S 477'|X0—X’|3
]
47T|X0 x|

+iwpyv’(xy) = 0. (20)

C(|xo -

This is a Fredholm integral equation of the first kind for
determining the boundary traction t(x). Analytical solutions
of this equation can be obtained only in very particular cases.
Therefore, it has to be solved numerically by boundary-
element-type methods.

It is clear that the kernel of (20) has a singularity for
x'=X,. The singular part of the integral operator can be writ-
ten as

)= 5+ f f |XZ(XX|

+ (k><2 kz)ff (XO X)[t (XO ] /.

0o—x'?

This form shows that when S is a Lyapunov surface, the
kernels are weakly singular. For =0 the equation (20) re-
duces to the Oseen operator for the viscous incompressible
flow in Stokes’ approximation. Consequently, the methods
used to approximate the solution in the case of viscous in-
compressible fluids’’ can be successfully applied for inte-
grating Eq. (20).

IV. CALCULATION OF THE TRACTION ON A LOW-
FREQUENCY SENSOR

A. The integral equation of the curvilinear sensor
approximation

We consider now the case of a low-frequency sensor
having the shape of a curved narrow thin beam, symmetrical
with respect to the plane x=0, of length L and width
2dyg(s) [g(s) being a given function, | <1] such that
e=dy/L<<1. The range of frequencies considered here is
0.1<f<500 Hz. At these frequencies the wavelength is
large compared with the length L. The equation of the sur-
face S is assumed of the form

J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

y=y(s), 0ss<L,
z=2z(s), 0<s<L,

x=x, —dog(s), <x=<dyg(s).

This shape of the sensing element was chosen since it can be
obtained in micro-/nanofabrication technology. Denote by C
the central curve of the surface (Fig. 1), supposed to be con-
tained in the plane x=0, and s is the curvilinear abscissa
along C. We shall write the integral equation (20) for the
points x, along the curve C.

Also, we introduce dimensionless independent variables
taking d,, as the reference length along the x axis and L for
the other directions. We also denote by capital letters the
vector components orthogonal to the £ direction. (By v we
denote the unit vector corresponding to the direction of vec-
tor v.) Thus, we have

x — L(exx+R), R=(0,y/L,z/L),

|X0—X,| _}L{szxrz_i_ |R0—R,|2}1/2,

5 0_ .0z 0
t=tx+T, v =vX+V",

da' =el* dx' ds'.

Since the surface is narrow and the kernel of the integral
equation is an even function with respect to x’, the system of
integral equations (20) is separable into an equation corre-
sponding to the x direction,

O(Ro)"‘fj L(RY) ———A([x, - x
4rpo|xo — X'

+0(L*%) =0, (21)

and a vectorial equation (a system of two integral equations)
for the other directions,

VO(Ry) + J f _TR) L (xo-x
4arpo|xo - x'|

+L2ff (Ro -
s

X C(|xo ~

R)[TR') - (Ry—R")]

47TPO|X0—X'|3

(22)

]
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FIG. 1. The geometry of a sensing element.
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We shall solve the system (22), which gives the main
forces on the sensor surface. Let F(x') be a smooth function.
We can write

Jdog(s) F(x') o Zfdog(s) F(R) o 0(83) _2F(R)log
dpg(s) |X0_X’| 0 |X0_X,|

F(x') , 2eg(s)F(R’) 1

2J‘dog(s) ’
L dx =
—dpg(s) |X0—X’| |R0_R,|2 \’/8

Taking into consideration these formulas, the integration
with respect to x’ in Egs. (21) and (22) can be performed
directly, and there results

2pyVO(Ry) + f T(R")A(Ry~R’|)
c

eg(s)’ +\Ve’¢(s") + Ry - R'[?

Xlog - ds'
[Rp—R'|
R -R R -R
o BBy KRl
c[R"=Ry| [R'-Ry|
C(Ry-R’
Ro-RD __oyas =0, (23)

Ve2g¥(s') + |R, R'|2

which is the integral equation for determining the traction on
the low-frequency sensor.

Remark 2: In the above formulas it was assumed that the
tractions are smooth functions across the beam. Equation
(23) still proves true in the case the tractions T(x') have
integrable singularities (like square root singularities) at the
beam’s sharp edges but is a smooth function at all the other
points.

B. A boundary-element approach to the integral
equation of the curvilinear sensor

For a numerical solution of Eq. (23) we consider the
nodal points R ,j=1,...,N+1 on the curve C and approxi-
mate the arc C between the Qomts RO and R0 .1 of the curve
by the line segment &= R RY TP Wthh is the basm boundary
element we will use. The length of this line segment is de-
noted by 4;. We shall determine the solution of the equation
in the pomts (R°+R;J+1)/2 lying at the middle of the
boundary elements Also, for the vectorial quantities (like
velocities and tractions) we consider local Cartesian systems
of coordinates given by the unit vector §; of the direction
R?RE+l and the normal unit vector fi;. We consider the trac-
tion T(R’) as constant along the boundary element &; and

equal to the value
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+
’¢*(s) +|Ry-R'|?

F(x')=FR')+x" §;FR") + O(?),

and hence,

£g(s) + Ve¢%(s) + [Ry—R'?
IRy-R'|

+0(&%),

o(&%).

T;=T(R)) =T§;+Tjn;,

and will write the equation (23) in the points R, projected on
a local system of coordinates in the form

2 M + 2 MT; == 2miop Ve, @)
N N
2 MT; + 32 MiT; = - 2miopo Ve, 29
j=1 J=l

where

Mg =0y Bl + Ty, MG =6 - 81
+ [0y, 8,11,

jk=1,....N,

A A A s A a A
My =8 0l + T[Syl My =8, 80, + (8.8,

j,k=1,...,N.
Here we have denoted
' 2
i+ e g +[R' =R ,
L e
k
(26)

R’—Rk(R’—Rk )

ka[aj]z C(|R.i_Rk|)gj IR -R,|\[R" —= Ry
-R; - Ry

ds’
T
\'szgj +|R'=R,J?

27)

ka[gkaﬁj] =8+ ka[ﬁj]; ka[ﬁk, ﬁj] =1 ka[ﬁj],

ka[glagj] =8+ ka[gj]; ka[ﬁkagj] =1 ka[gj]'

1. Calculation of the integrals I, J,; for k# j

To compute the integrals (26) and (27) for j # k, we use
an asymptotic expansion around £=0 and evaluate analyti-
cally the resulting integrals. Neglecting O(e?) terms there
results
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Ik] =A(|R] - Rkl)gjll s

Jula;]= C(IR; =R g [a}8;, + Rj(d}$; + ajii))I,

+(—ajsj+ajnj)l3].

Here we have used the notations

Ry=R;-R)- 8§, Rj=R;-Ry-i

I,=1o
R R 2

2R)h;

L= i
2T R'R(R*+R")

h i\
= e (- (3] )

R* = [N(R + 112> + (RE)?].

/ p
R = [N(RY —hif2? + (R,

2. Calculation of the integrals I, Jy

By performing the change of variables,
IO (5 S P 0
Rk=Rk+ -+ — (Rk+1 _Rk)’

2y

the integrals I, and Jy; become

_A0) f il g Bt V[eg > + 1 sgrtlogl’+7

hk/z |t
W) 41+ 02
= 24(0)g, f log ————dv. (28)
0

We have

Julhg, 0] = Tl S0, ] = Ju[0,,8,]1=0
and

Il dr
Jul 88,1 = C(0) gy f

—hy/2 \/[Sgk]z + tz

{ Iy ( e ﬂ
=2C(0)gglog| — +/1+|{— | |. (29)
2egy 2egy
The integral in formula (28) will be evaluated numerically.
Remark 3: We note that in formulas (28)—(29) enters the
ratio hy/ €. In order to keep these terms finite, the number of
elements has to be chosen such that this ratio is of order
O(1). This is the price paid for combining a small parameter
asymptotic expansion with a finite element solution of the
resulting integral equation.
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C. A boundary-element approach for the curvilinear
sensor approximation in a half-space

In the case where the domain is the half-space z>0 we
will consider also the symmetrical curve C’ of C with respect
to the plane z=0. In the case we have on the whole curvilin-
ear arc C' U C a number of 2N linear boundary elements we
can write the equations (24) and (25) taking 2N instead of N.
Taking also in consideration that for symmetrical elements
we have

T]"l = TgN+l—j’ Ti=-

j T§N+1—j’ j=1a~~~,N-

The system of equations for determining the tractions on the
surface become

N N
2 QUT + 2 QBT == 2miwpoVy'le, k=1,....N,
Jj=1 j=1

(30)
N N
j=21 OyTi + FEI OyT;=- 2miwpgVile, k=1,...,N,
(31
where
QU =M+ My Q=M= My,

j=1,....N,

S __ sn Sn SS AN AN
Qi =M+ Moy Q=M — Moy,
j=1,...,N.

The traction on the surface is determined by the values
T}’, T;(;: 1,...,N) resulting by solving the system (30), (31).

Remark 4: We note that by taking also the symmetrical
curve C' of C with respect to the z=0 plane we assure the
cancellation of the normal velocity component along the z
plane. The other two components are different from zero, but
we expect them to be small due to the small perturbations
produced by the sensor in the external domain. A complete
solution has to consider also a traction (mechanical resis-
tance) distribution along the plane z=0. But, the frictional
resistance within the hair base can be assumed zero since,
according to Ref. 20, no practical method is available to
measure such slight mechanical resistance.

D. Application

The developed theory and formulas were implemented
into a MATLAB program. Various parameters for the sound
field and the description of the shape and dimensions of the
sound sensors can be input into the program. The tractions at
the specified points on the central curve will be the output.
These output forces can be utilized in a finite element model
to gauge the harmonic response of the sound sensor.

In all the applications, the constant P, has been chosen
such that the incoming pressure wave has the amplitude
1 Pa; the frequency is assumed to be 100 Hz.
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FIG. 2. A sensing element in the shape of a half-ellipse.

The program was tested on a half-elliptical shape sensor
of 1 and 3.5 mm half-axis (Fig. 2) since it has two ends on
the plane z=0 and a simple analytical expression. The width
of the thin beam was chosen as 0.1 mm. The MATLAB pro-
gram was run for three inclinations of the incident sound
wave: O=m/3,mw/4,mw/8. The plots of the normal tractions
are given in Fig. 3 and those of tangential tractions in Fig. 4.
The continuous lines correspond to the real part of the trac-
tions and the dotted line to the imaginary parts.

The next application contains the case of a vertical plane
beam of variable width and a horizontal incoming plane
wave (f#=/2) given in Fig. 5. Two cases were considered
(1) (@;=0.01 mm, a,=0.1 mm) corresponding to a long
trapezoid having its small basis in the plane z=0 and (2)
(a;=0.1 mm, a,=0.01 mm) when the trapezoid has its big
basis in the plane z=0. The moment of the forces resulting
from normal tractions with respect to the Ox axis are plotted
in Fig. 6. The total moment is in the first case MT;=9.0
X 1078-6.6 X 107%(mm-N), and in the second case MT,
=6.4x107%-3.7X 10%(mm-N), which shows a strong in-
fluence of the shape of the thin beam on the moment. This is,
in fact, the result of the action of the boundary layer on the
plane xOy. (The geometrical parameters of the beam in this
case are: L=1 mm, big basis = 100 um, small basis
= 10 wm). Hence, for designing an artificial hair-cell sensor
the first case would be preferable.

05

Thlmm/N/mm?]
o
}

teta=pifs " |

-5 teta=pi/4 /// )
-
2b \ 7 tetaspiB ‘ ‘ i L
1 2 3 4 5 6 7
s[mm]

FIG. 3. The normal tractions for the sensing element in Fig. 2.
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FIG. 4. The tangential tractions for the sensing element in Fig. 2.

Finally, the last application is that in Fig. 7, where we
have a vertical rectangular narrow beam of length b that has
attached at the upper end a horizontal rectangular beam of
length a of the same width as the vertical beam. These beams
are connected by a quarter of circle of radius r to ensure that
the entire surface S is smooth. This structure is under the
influence of a horizontal plane pressure wave of 1 Pa ampli-
tude given by formula (15). For the case a=8 mm,b
=3 mm, r=0.1 mm, and width=0.14 mm, the tractions on
the structure are plotted in Fig. 8 (the real part) and in Fig.
9—the imaginary part. This structure is also advantageous
for designing artificial hair-like sensors since all the force
resulting from the tractions on the horizontal beam are acting
on the upper end of the vertical beam, which will give a
larger deflection of this component. This example is very
similar to the trichobothrium of a spider Cupiennius salei.
The curvature of the motion sensing hair is enhancing the
sensitivity of the trichobothrium to flows normal to the main
shaft of the hair. This fact supports the speculation by Barth
et al. concerning the role of curvature in the sensing
process.'®

By reversing the direction of the incoming pressure
wave the tractions in the last application remain unchanged.
This can be considered as a result of the theorem (of Olm-
stead and Gautesen °*) concerning the drag invariance for the

FIG. 5. The sensing element in the shape of an erected trapezoid.
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e
4 7 // ]
2
// ’///
e
e
3 4 -
< Re(MT)=6.4e-8

MmmXmN]

- 21=0.1:22=0.01[mm]
2 k= .

.

I ,

Z Im(MT)=-3.7¢-9
A
- a1=0.1:a2=0.01[mm
P ~ ezl Im(MT)=-6.66-9

0 a1=0.01;a2=0.1[mm] |
"N:N%f/’/
01 0.2 03 04 0.5 0.6 0.7 0.8 0.9
s[mm]

FIG. 6. The moment of normal tractions for the sensing element in Fig. 5 for
two different geometries: the trapezoid having the small basis on the plane
z=0 (dotted line) and the case the large basis is on the plane z=0 (simple
continuous line).

reversal of the flow velocity for an arbitrary body. This para-
dox, proved in the case of incompressible flow, is still valid
for the flow of a compressible viscous fluid in the linearized
acoustic approximation.

In all the considered examples, the imaginary part of the
tractions are much smaller than the real part, showing a
strong influence of the viscosity.
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APPENDIX: THE FUNDAMENTAL INTEGRAL
FORMULA

We shall assume that the body occupying the domain D*
limited by the surface S is immersed into an external flow
field characterized by the pressure p’(x) and velocity v°(x),
which are satisfying the basic equations. The solution of the

L
X

FIG. 7. The sensing element in the shape of a horizontal narrow beam
attached at the upper end of a vertical beam.
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FIG. 8. The real part of normal tractions (continuous line) and the tangential
tractions (dotted line) for the geometry in Fig. 7.

problem [p(x),v(x)] is defined in the external domain D~.
We extend these functions with the value 0 in domain D*.
Then we have
S0
#Ij—+V-v0=O, —iwv0+iV- d’=0,
Co Po Po
(A1)
inD"USUD,

—iwp 0 . 1
— —+V:v'=0, -—iov+—V-0=0,
¢y Po Po
(A2)
in D*UD".

Also, we define

p=p-p° vi=v-v', inD"UD, (A3)
which, by means of relationships (A1), (A2) are satisfying

the equations

15 : ; : : : =
1 |
g -Im(Tt)
e 05 B
£ ™
=z
E
=
=~ 0f
E Im(Tn)
E.
E
" .05 g
-1 4
1 1 ¥ 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10

s[mm]

FIG. 9. The imaginary part of normal tractions (continuous line) and the
tangential tractions (dotted line) for the geometry in Fig. 7.
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(A4)
inD*UD".

Now, we consider the Fourier transform with respect to space
variables,

P,V (K),o (K)}= J f f {p"(x),v'(x),0"(x)}
Xexp(— ik *x)dv,;

which results in

6-\0'; = f f f V- o (x)exp(- ik * X)dv,
:JJ f V- o' (x)exp(- ik * X)dv,
D+
+ f f f i V- o' (x)exp(- ik * X)dv,.

V.o exp(-ik+x)=V-[o" exp(-ik-x)]
—[Vexp(-ik-x)] o
=V-[o exp(-ik-x)]

But

+ik:o exp(-ik-x).

Then, we obtain

f f f V- o' (x)exp(- ik - X)dv,
D+
=ik- f f f o (x) exp(— ik * X)dv,
D+

- f f n - o’(x)exp(- ik * X)da, (A5)
S
f f f i V- o' (x)exp(- ik - x)dv,
=ik- f f f . o (x)exp(- ik - X)dv,
—f f -[o(x) — 6°(x) Jexp(- ik - X)da, (A6)
S

where n denotes the unit normal vector at the surface S
pointing outward. The sum of relationships (A5) and (A6)
gives

—~—

Vcg=—ik-o - f J t(x)exp(- ik - x)da,
S

where
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t(x) =n- o(x)

is the traction (surface stress) at the surface. For the velocity
we obtain similarly

Vo =—ik v

>

where the condition v=0 on the solid surface S has been
used.
The Fourier transform of the system (A4) gives

(A7)

l— 1
—iov +ik*—0 =— f f t(x)exp(— ik - X)da. (A8)
Po Po S

Thus, the algebraic system obtained in Fourier Transform
space contains also on the right-hand side of Eq. (A8) the
action of the surface S on the fluid motion. Since we have

0= {? - (;U«B - gl’«)lk 7] 3 — ik, +ikp;),
the equation (A8) can be written in the form

=
(VK2 = i)V + ik - (p— _ (v - )ik -7)
Po

1
=— f f t(x)exp(— ik - x)da (A9)
Po S
The inner product of the equation () by ik gives
%
L2 s Ny F 2 P 1 .
(V' |k -iw)ik-v —|k|*—=— ik - t(x)
Po  Po S
Xexp(- ik - x)da. (A10)

The equations (A8), (A9), and (A10) can be solved for p°
and?,

— 1 ff ik - t(x) .
ky=—"— exp(— ik *X)da,
P& l—iwv’/c(z) s|k]>-#2 p(= ik x)da

(A11)
V(k)—— f f |k|t(x) sexp(— ik * x)da (A12)
ik[ik - t(x)] .
twpoff |k|2 :(2 xp(= ik - x)da
lk[lk t(x)] -
lwpoff |k|2 2 exp(- ik *x)da. (A13)

For determining the corresponding representation formulas
in physical space, we shall use the inversion formula®*-*¢

fffexp(lk X)
<2w>3 KPP -x T

where \J')\=71+iy2, 9,3 0. There results

exp(ivA[x)
4)x| ’
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t(x")exp(ik|x — x'|)
X) = 0 X _V.ff dals
yp(x) = p°(x) s4m(1 —iwv’/c(z))|X—X'|

(A15)
’ k* -
W(x):vo(x)+ff t(x'Jexp(ik’|x X|)da'
s Ampovx—x/|
+VV-fJ
S
£6x) [exp(ik'|x = x') — expliklx =x'D]
X da
Amiowpox — x|
(A16)

The function y(x) appears due to the known property of
Fourier recovery of discontinuous furnctions. It has the ex-
pression

1, forxe D,
¥(x)=410.5, forxeS,
0, forx e D*.

The relationship (A16) is the fundamental integral for-
mula for the motion of a compressible viscous fluid in a
linear acoustic approximation.
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Exact solution for the cumulative number of modes in a rectangular volume with reflective walls is
compared with asymptotic estimates and limit cases. At low frequencies, the asymptotic expressions
do not provide the correct limits and deviate appreciably from the exact results and the exact
solution offers a computationally efficient alternative. The results are extended to two-dimensional

regimes, membranes, plates, beams, and strings.
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PACS number(s): 43.20.Ks [ADP]

I. INTRODUCTION

Consider the closed rectangular volume filled with a ho-
mogeneous inviscid compressible fluid shown in Fig. 1(a).
Fluid pressure (p) modes satisfy the modal form of the
acoustic wave equation, V2p+(w/c)*p=0. There are two sets
of boundary conditions: (1) open boundary, p=0 on the
sides, which is called the Dirichlet problem, and (2) closed
(rigid) boundaries, where dp/dn=0 on the sides where n is
the outward normal to the side, which is called the Neumann
problem. Baltes and Hilf (1976)—also see Maa (1939), Bolt
(1939), Morse and Ingard (1968), and Pierce (1981)—give
asymptotic formulas as frequency f (Hertz) becomes large
for the cumulative number of acoustic modes N in a rectan-
gular fluid volume below frequency f,

4mf'V _mf’S fL
33 4¢* 8¢
4mfPV  wf’S  fL
3 T2 Tl

3¢ 4c 8¢

open boundary  (la)
D _

asymptotic

closed boundary, (1b)

where ¢ is speed of sound of fluid, f the maximum acoustic
frequency in Hertz, L the sum of the lengths of all straight
edges for a rectangular volume, 4(L,+L,+L.), S the total
surface area of the rectangular volume, 2(L,L,+L,L +L,L,),
V the rectangular volume, L,L,L,, and N is the number of
acoustic modes with natural frequency below f.

For two-dimensional analyses, the fluid is contained be-
tween two closely spaced parallel, rigid rectangular sheets
and the boundary conditions are applied to the exposed fluid

edge (Baltes and Hilf, 1976),
b {TrA f2c* - Pfl(2¢) open edges (2a)

asymptotic -

wAfc? + Pfl(2¢) closed edges. (2b)

Here, A is the area of a two-dimensional area, L.L,L,L, is
the length and breadth of the two-dimensional rectangle
shown in Fig. 1(b). P is the perimeter of two-dimensional
area, 2(L,+L,).

The purpose of this paper is to explore the validity of
these equations in comparison to exact, asymptotic, and limit
cases.

YElectronic mail: rdblevins@aol.com
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Il. LIMIT CASES

Courant and Hilbert (1924, 1953) showed that the
asymptotic limit cases for rectangular volume and rectangu-
lar area as frequency approaches infinity are given by

lim N =

{477Vf3/3c2 3D (3a)
fﬂw

mAfc* 2D. (3b)

These are the highest order frequency terms in Egs. (1) and
(2) and they dominate at high frequencies. At lower frequen-
cies, the lower order terms dominate Egs. (1) and (2).

Consider the case of a long, slender, closed rectangular
duct whose width L, and height L, are small compared to its
length, L,, L,=L,=6<L,, shown in Fig. 1(c),

L=4(L,+L,+L,)=4L,+385,
S=2(L,L,+L.L,+LL)=4L35+25, (4)

V=LL/L =LJ&.

In the limit of a slender duct as L./J approaches infinity,
only the edge length in Eq. (1) remains,

limV=0, limS=0, limL=4L,, (5)
5—0 6—0 5—0

and Eq. (1) reduces to the edge term for both open and
closed boundaries,

NiDz-is):(I)lptotic =Lf/8c=fL,J/2c. ©6)

This can be compared with the exact result. The natural
frequencies of acoustic modes in a long, narrow closed duct
are obtained by setting the indices j and k to zero in Eq. (9b),
to obtain natural frequencies f;=ic/(2L,), i=0,1,2,3,...
equally spaced at intervals of Af=c/(2L,). The total number
of duct modes below a given frequency f is f/Af,

N] D-exact — ZLJ/C . (7)

Equations (6) and (7) differ by a factor of 4. Since Eq. (6) is
exact, Eq. (1) is incorrect for one-dimensional acoustic
modes. Equation (2) reduces to the one-dimensional modes
when L, is set to zero,

© 2006 Acoustical Society of America



(a)

|
~
N
~
\—
1
'
1
1
'
1
1
'
\:

fe— <

le— 1L, —>

FIG. 1. Rectangular acoustic volumes.

{— L.flc open edges
N2D-asymptotic = (8)
L=0. closed sides | [ f/c  closed edges.

These results do not match the exact result, which is O for
open edges and 2L, f/c for closed edges. The middle terms of
Eq. (1) also do not successfully reduce to their two-
dimensional limit cases. Thus Eq. (1) may be less useful at
low frequency, where one- or two-dimensional modes domi-
nate, than at high frequency, where three-dimensional modes
dominate.

lll. EXACT SOLUTIONS

The acoustic natural frequencies in Hertz of the three-
dimensional rectangular volume of Fig. 1(a) are given by
Rayleigh (1896),

; c<i2 I k2>1/2 o)
== =4+ =+ —

LAV S -

i=1,2,3,..., j=123,..., k=123, ...,

open boundary

i=0,1,2,3,..., j=0,1,2,3,..., k=0,1,2,3, ...,

closed boundary

Each integer index triplet (i,;,k) defines a unique acoustic
mode. The associated acoustic natural frequencies, f;;, may
have repeated values. The closed volume supports nontrivial
modes with one or two zero indices that have constant pres-
sure along the corresponding orthogonal axes. The open
boundary does not support one- or two-dimensional modes.
By sorting the edge lengths so that L,=L,=L,, Eq. (9)
defines the ascending frequencies that scale the cumulative
acoustic modal density of a closed rectangular volume,

null mode  fpp=0 (10a)
first edge mode  f9o=c/(2L,), (10b)
first side mode  f9=(c/2)(1/L} + 1/L3)"2, (10c)

first oblique mode £y, = (c/2)(1/L; + 1/L; + 1/L7)""2.
(10d)

There are no modes between the null mode and the first edge
mode, f;. There are only one-dimensional edge modes at low
frequency, below fi;o. Side modes dominate between f
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and f;;. Interior modes dominate at high frequency, above
VATEE

This index ellipsoid is defined by setting f= f;; in Eq.
(9), dividing through by f, and then squaring both sides,
Courant and Hilbert (1924, 1953),

2 2 2
i k
1= 2—+;—+2_, (11)
lmax ]max kmax

i=0,1,2,....,1, j=0,1,2,...,J, k=0,1,2,....,K

imax = 2Lf1C,  jmax = 2Lyflc,

Imaxs Jmax> and &y give the acoustic half wavelengths per
edge; Their integer values /,J,K are the number of modes
along each index axis. The maximum value of one index
given the other two are found by solving Eq. (11).

I(]’k) = Int[imax(l -

ko = 2L flc. (12)

jz/jrznax _ kZ/kZ )1/2],

max.

/ [ kZ/kZ )1/2]’

max.

J(l k _Int[]mdx( -

K(i,)) = Ik (1 = Hizax = 750 21, (13)

[=100,0) = Infir,, ], J=J(0,0) = In[j,as],

K =K(0,0) = Int[kppyy ].

The integer function Int( ) rounds down to the nearest inte-
ger. For example, Int(7)=

The total number of acoustic modes with natural fre-
quencies equal to or less than f in a rectangular volume is a
triple summation of modes over the three modal indices,

K J I L iff=1,
MP=S 3T 55 where 5= {O o
ijk*

k=0 j=0 i=0
(14)

N is an integer and it includes the null mode, fy,,=0. Equa-
tion (14) can be reordered to eliminate the zero frequency
null modes. Equation (13) then replaces the innermost
summations, reducing the order of the number of compu-
tations from order IJK to KJ, which is most efficient if
Ly>L,>L,

szDe:mCt(f obllque - 21 = %

K J(0,k) I(j,k) K J(0,k)

=2 2 =2 2 IG.k,  (153)
k=1 j=1 =1 k=1 j=1
Nj&gsw (f obllque +N, sides T N, edges
K J(0.k) I(j,k) K J(0,k)

> E 1= X (1.0 +1),

k=0 j=0 k=0 j=0

(15b)
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FIG. 2. Exact and asymptotic solutions for cumulative modal density of the
first 25 modes of 15X 15X 15 ft, 2 X 15X 20 ft, and 1.5X 2 X 20 ft closed
rooms. 1 m=3.28 ft. c=1128 ft/s (343 m/s).

K J

I K 1
Neides-exact = 2 2 Sijo + PIPIT TIPS Sojik

j=1 i=1 k=1 i=1 k=1 j=1

J K K
= > 1(,0) + >, 1(0,k) + >, J(0,k), (15¢)
k=1 k=1

j=1

1 J K
Nedges—exact = E Sioo + E 50]'0 + 2 ook =1+J+K.
i=1 j=1 k=1

(15d)

Oblique refers to three-dimensional interior modes with i, j,
and k greater than zero and “Side” refers to two-dimensional
modes with only one of i, j, or k equal to zero. “Edge” refers
to one-dimensional axial modes with two of 7, j, and k equal
to zero. These lie on the index axes.

Equation (15b) is compared with Eq. (1b) in Fig. 2 for
the first 25 modes of three closed acoustic volumes, neglect-
ing the null mode. There is appreciable difference between
the exact and asymptotic results. Figure 3 shows two cases
from Fig. 2 over a broader frequency range which has been
nondimensionalized by the first oblique mode, Eq. (10d).
The exact solution, Eq. (15b), is compared with the

100

Z 10

o o 1.5x2%20 Exact
1.5x2x20 Asym.
= = = = 1.5x2x20 Courant
............ 15x15x15 Exact
15x15x15 Asym.

= = = =15x15x15 Courant
1 ‘ ;

1 2
f/fin

FIG. 3. Cumulative modal density for two closed rectangular volumes as a
function of frequency nondimensionalized by f,,; [Eq. (10d)]. Equations
(1b), (3a), and (15b).

790  J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

asymptotic estimate, Eq. (1b), and Courants limit case (3a).
The asymptotic solution provides an increasingly good esti-
mate of the exact result as frequency increases beyond the
frequency of the first three-dimensional interior oblique
mode f};;. It approaches the exact result for frequencies on
the order of 10 f;; and greater. But below this frequency
there are significant deviations. Courant’s asymptotic solu-
tion [Eq. (3a)] significantly underestimates the cumulative
modal density of closed three-dimensional rectangular vol-
umes for frequencies on order of f;;; and lower.

The exact solution for closed boundaries can be reduced
to two dimensions by setting L.=0 in Eq. (15b),

VN (0) J
D-ex — _ .
Nt (=2 2 0= 2 1G:0)
Int[ZL}f/c]
= X I QL)1 - /2L, fle)?) ],
j=1
J1() J
D-exac! — - .
Nzlosed e::lge (f) - E:‘) % 6’.10 - g I(]’O) +1+J
Int[2Lf/c]
= > Int[(2Lflc)(1 - QL flc)*)? +1].
j=0

(16)

The open boundary is only applied at the edges. The
closed edge number of modes equals the modes of a single
side given in Eq. (15b). Certain symmetries exist, for ex-
ample EJJ»ZII(]' ,0)=3!_J(i,0). In one-dimensional duct
analysis, the fluid is contained in a constant area, rigid-
walled duct of length L; the open or closed boundaries are
applied at the two extreme ends,

1
NlD—exact(f) = 2 5[00
i=0

=I=Int[2Lf/c] both ends open or closed.
(17)

This result is obtained by setting L,=L,=0 in Egs. (15b) and
(15d) or (16b).

IV. MEMBRANES, PLATES, BEAMS, AND STRINGS

The wave equation describes the propagation of acoustic
waves, out-of plane membrane waves, and waves in strings.
The open boundary condition for acoustics is equivalent to a
supported edge for membranes and the closed boundary con-
dition is equivalent to a guided (zero slope) edge. Equation
(16) apples to flat rectangular membranes with the substitu-
tion of the membrane wave speed and Eq. (17) applies to
strings with the substitution of the string wave speed.

The expression for the natural frequency in Hertz of
out-of-plane bending modes of simply supported rectangular
plate where E is the elastic modulus, vy is the mass per unit
area, and v is Poisson’s ratio (Blevins, 1979),

R. D. Blevins: Modal density of rectangular volumes



TABLE I. Exact and asymptotic estimates for cumulative acoustic modal density of 10X 15X 30 ft closed room. N, is Eq. (15b).

Freq (Hz) 10 18.80 42.04 50 70.34 200 500 703.4 1000 2000 5000 10000
flfin 0.142 0.2673 0.598 0.711 1 2.843 7.108 10 14.22 28.43 71.08 142.16
N-exact 0 1 4 4 12 157 1922 5141 14 272 109 571 1 669 665 13 245 011
N-Eq. (1b) 0.368 0.938 3.964 5.638 11.78 154.39 1931.6 5137.6 14 268 109 559 1669 561 13 244 650
N-Eq. (3b) 0.013 0.0873 0.976 1.642 4.571 105.07 1641.6 4570.6 13133 105 066 1641 662 13 133 299

a2 P e V. DISCUSSION AND CONCLUSION

fi=5\ 2+ 2 Tl _ 2’

2\Ly Ly 1211 -+ The terms on the right-hand side of Eq. (1), beyond
(18) Courant’s volume term [Eq. (3)], are essentially corrections

i=1,2,3, ..., j=123,...,

can be put in the same form as Eq. (11) if f;; is replaced by
its upper bound f'<f;;, the equation is divided through by f,
and i, and j,. are redefined in terms of the plate

i2 -2
12-2_+T’ i=1,23,...1, j=1,2,3,...,J,
Imax  Jmax
2L 1/2 . 2L EI/Z
Imax = c > Jmax = c s (19)
e e

) =[27T<E—h3)1/2]1/2 e,
¢ 129(1 = 1?) ’

The previous solutions, Egs. (2a) and (16a), can then be ap-
plied,

.
7L, Lyflc? = Lo+ L) e,
asymptotic
impl 1/2 .
NZLISE& y < 27 "Ly/c,] 2L xfl/z 5 c, 2\ 12
plate E Int 1- J 1/2
pe c, 2L,f
_exact.

(20)

The modulus of elasticity of the plate material is £ and v is
Poisson’s ratio. The speed of bending wave propagation in
thin plates is proportional to the square root of frequency,
Cplae=C.f"'> Where c, has units of length/time'’%. The modal
density, dN/df, of plates does not increase with frequency
as do two-dimensional acoustic modes or membrane
modes.

The duct analysis of Eq. (17) can be used to predict the
cumulative modal density of bending modes of a pined-
pined, slender, elastic beam with length L by substituting the
beam bending wave speed of the beam, c=c,f'> where c,
=Qm?[EI,/m]"4, into Eq. (17).

Nbeam = Int[Lf"2/((m/2) V2(ELIm)")]. (21)

1. is the area moment of inertia of the cross section and m is
mass per unit length.
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to Courant’s solution to improve Eq. (1)’s predictions at low
frequency. While producing a significant improvement in
prediction below 10 f};;, these correction terms are not ro-
bust in that they do not produce the correct limit for one- or
two-dimensional modes and the results can deviate signifi-
cantly from the exact result at and below the first oblique
mode f;; [Eq. (10d)].

The computation effort to exactly compute the cumula-
tive modal density below 10 f;;; is relatively modest. This
can be seen for the 10X 15X 30 ft closed room (Morse and
Ingard, 1968), in Table I. This particular geometry has a very
favorable comparison with the asymptotic solution [Eq.
(Ib)]. The lengths are ordered, L,=30ft>L,=15ft>L,
=10ft, so fip0=18.80 Hz, f}10=42.04 Hz, and fi,
=70.34 Hz. At 10 f,,=703.4 Hz, =37, J=18, K=12. JK
=216 terms are evaluated to compute the exact cumulate
modal density at 10 f;;.

As frequencies increase above 10 f;;, the asymptotic
expressions of Courant [Eq. (3)] or Eq. (1) provide an accu-
rate estimate.
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A probe-corrected theory is presented for computing the acoustic far fields of transducers and
scatterers from measurements of near fields on a cylindrical surface. The near-field data is truncated
at the top, bottom, and angular edges of the scan cylinder. These truncation edges can cause
inaccuracies in the computed far fields. Correction techniques are developed for the top and bottom
truncation edges. The cylindrical wave expansions automatically apply an angular taper to the
near-field data that reduces the effect of the angular truncation edges. The taper function depends on
the probe and the angular sample spacing. The theory is validated through numerical examples
involving a point source and a baffled piston transducer probe. © 2006 Acoustical Society of

America. [DOL: 10.1121/1.2151789]

PACS number(s): 43.20.Rz, 43.20.Bi, 43.20.Ye [GCG]

I. INTRODUCTION

Probe-corrected near-field techniques have been widely
used for the past 40 years to characterize antennas and trans-
ducers from measurements on planar,l_5 cylindn’cal,G"10 and
spherical”"zo scanning surfaces. The field of the antenna or
transducer is first measured with a known probe on the scan-
ning surface in the near field. Probe-corrected formulas are
then applied to the measured near field to get the desired far
field of the antenna or transducer. The measurements are
typically performed in anechoic chambers. The electromag-
netic probe-corrected formulas have been derived and widely
implemented for scanning on planar, cylindrical, and spheri-
cal surfaces. The corresponding acoustic formulas have only
been derived for scanning on planar and spherical surfaces.

The far field of electromagnetic and acoustic scatterers
can also be determined from near-field measurements in
anechoic chambers.”' A far-field source or a compact-
range reflector can provide the plane-wave field required to
illuminate or insonify the scatterers. To compute the scat-
tered far field, the incident field and background interactions
must be extracted from the measured total field. The simplest
method for eliminating these field contributions is standard
background subtraction which involves two measurements.
The first measurement is carried out with the scatterer
present, and the second measurement is carried out with the
scatterer removed. The results of the two measurements are
then subtracted to get an approximation for the scattered near
field, which can be processed with the probe-corrected for-
mulas to get the scattered far field.

It is appropriate to mention the related area of research
known as near-field acoustical holography, where near-field
measurements are employed to backpropagate the pressure
field in space and time toward the source.”*™" One can
achieve super-resolution with near-field holography when

“Revised version submitted to the Journal of the Acoustical Society of
America October 2005. Original manuscript submitted February 2005.
®Electronic mail: Thorkild. Hansen @att.net
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part of the evanescent spectrum is captured during the scan.
In this paper, however, we are concerned only with comput-
ing the field of the source outside the scanning surface and
do not attempt to backpropagate the near-field data.

In this paper we derive the probe-corrected formulas for
cylindrical near-field scanning that can be used to compute
acoustic far fields of transducers and scatterers. We present
computation schemes and sampling theorems that allow the
far fields to be computed from sampled values of the probe
output on the scan cylinder. In practice, the measurements
are carried with a mechanical scanner over a truncated scan
cylinder that covers only a limited region of the infinite scan
cylinder that is used for the derivation. Therefore we care-
fully examine the probe-corrected formulas to determine
how truncation edges may affect the far-field accuracy. We
develop edge-correction techniques that reduce the far-field
errors caused by truncation and show that an angular taper
function is automatically applied to the probe output. The
results of the paper are validated through numerical ex-
amples involving a point source and a baffled piston trans-
ducer probe with a circular cross section.

The paper is organized as follows. In Sec. I we derive
the formulas for cylindrical near-field scanning of acoustic
fields with an arbitrary known probe. These formulas express
the field of the source region in terms of the probe receiving
coefficients and the probe output over an infinite scan cylin-
der. For use in the numerical simulations, we derive exact
expressions for the probe output when the probe is a baffled
circular receiving piston transducer.

We consider a truncated scan cylinder in Sec. III and
develop edge-corrected formulas that compensate for the
end-point contributions to the far field from the top and bot-
tom edges. We further study the angular taper function that is
inherent in the cylindrical expansions. In Sec. IV the far-field
formulas are converted into discrete computation schemes.
In Sec. V we consider a point source at the origin to illustrate
the implications of truncating the scan cylinder. Section VI
presents conclusions.

© 2006 Acoustical Society of America
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FIG. 1. Probe measures the field of the source on the truncated scan cylinder
given by p=a, —70<z2<2zp, Py<P<27— .

2

Il. THEORY OF CYLINDRICAL NEAR-FIELD
SCANNING

We now derive the formulas for computing the acoustic
field of a source of finite extent from either the pressure field
(Sec. IT A) or from the output of a known probe (Sec. II B)
on a scan cylinder. The source can either be a transducer or a
scatterer. For scatterers we assume that background subtrac-
tion has been performed, so that the incident field and back-
ground reflections have been removed. The part of space not
occupied by the sources is a linear lossless fluid in which the
acoustic field can be fully described by its pressure field
p(r).

As shown in Fig. 1, the field is measured on the cylinder
p=a, where p is the cylindrical coordinate that equals the
distance to the z axis. The scan cylinder in Fig. 1 is truncated
and covers the region —z, <7<z, ¢y=< dp=<27— ¢,. For the
derivations of this section the scan cylinder is assumed infi-
nite (zp=+0% and ¢,=0).

We define the minimum cylinder p=R,,;, such that the
maximum (supremum) value of the coordinate p for all
points on the source equals R,;,. Note that R, depends on
the size of the source as well as on its location. For example,
the value of R, is equal to \xf+yf for a point source at
(x,y,2)=(x;,y1,2;). We assume that the scan cylinder en-
closes the minimum cylinder.

A. The far field in terms of the field on the scan
cylinder

The formulas that express the field from a confined
source in terms of the pressure on an enclosing cylinder will
be derived in this section from the standard cylindrical wave

J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

expansion. With e~'“’ time dependence suppressed, the basic
outgoing solution p®(r) to the scalar wave equation

(V2+iP)p(r)=0 (1)
is
P(3)(p, ¢7Z) - Hil)(kpp)ei”‘/’eikzz, (2)

where k is the wave number, k, is a real parameter, n is an
integer, and
2 2

k,=\k"—k; (3)
is a complex parameter with non-negative real and imaginary
parts. Moreover, Hfll)(kpp) is the Hankel function of the first
kind and order n, and (p, ¢,z) are the standard cylindrical
coordinates given in terms of rectangular coordinates (x,y,z)
as

x=pcos¢, y=psing, z=z. (4)

Outside the minimum cylinder of radius R,;,, the field p(r)
of any source of finite extent can be expressed as a super-
position of the basis fields in (2) as™®

400 oo
plp.p2)= 2 | F(k)H" (k,p)e™<dk,,

n=—0 —oo

p > Rmin’ (5)

where F,(k,) is the spectrum that characterizes the source.
The formula (5) determines the field everywhere outside

a cylinder of radius R,;, in terms of an integration and a

summation involving the spectrum F,(k.). By applying the

method of stationary phase,29 one can show that for observa-

tion points far form the source the field can be expressed in

spherical coordinates as

ikr T

E Fn(k cos e)eim/)e—iw(nﬂ)/z, (6)

n=—0

2e

p(r,0,¢) ~

where (r, 6, ¢) are the standard spherical coordinates related

to the rectangular coordinates (x,y,z) through
x=rsinfcos ¢, y=rsinfsin¢, z=rcosfh. (7)

Unlike the general formula (5), the far-field formula (6) does
not involve an integration over k..

An expression for the spectrum F,(k.) in terms of the
field p(a, ¢,z) on the scan cylinder is obtained by multiply-

ing Eq. (5) by e~ $emiki and integrating over the scan cyl-
inder

1 +o%0 JZW ) )
Fk)=—F—"7— a,d,2)e” e " d dhdz,
n( h) 47TZH,(11)(kpCl) f_m o P( ¢Z) ¢ 74

a> Rmim (8)

where we have used the orthogonality relations
+00 ,
f Kz = 2w Sk, — k) 9)

and
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FIG. 2. Probe situated in a probe coordinate system. The input and output of

the probe are determined by the mode amplitudes @, and b, respectively.

The total field outside the enclosing cylinder for the probe is described in
terms of outgoing and standing waves.

2 0
J ei<n-,1r)¢d¢={27r, n=n

10
0 0, n#n'. (10)

Even though the radius a of the scan cylinder appears on the
right-hand side of the expression (8) for spectrum, the ex-
pression (8) is independent of a. The formulas (5), (6), and
(8) express the field everywhere outside a minimum cylinder
that encloses the sources in terms of the field on the scan
cylinder.

B. Far field in terms of the probe output on the scan
cylinder

We shall next present a simple straightforward deriva-
tion of the probe-corrected formulas that express the field
outside the scan cylinder in terms of the output of a known
probe on the scan cylinder. We shall employ the outgoing
and standing wave basis functions of the source scattering
matrix formulation. The schematic for the cylindrical near-
field measurement system is shown in Fig. 1. First we char-
acterize the probe with respect to cylindrical waves.

1. Characterization of the probe

Start by defining a probe coordinate system in which the
probe is fixed as shown in Fig. 2. The origin of this coordi-
nate system is the reference point of the probe. The orienta-
tion of the probe with respect to a global coordinate system
is defined in terms of the orientation of the probe coordinate
system with respect to the global coordinate system. For cy-
lindrical scanning we assume that the z axis of the probe
coordinate system is parallel to the z axis of the global coor-
dinate system that is used to describe the scanning geometry.

The probe is attached to a waveguide that supports only
one propagating mode. The input to the probe is determined
by the mode amplitude a, and the output of the probe is
determined by the mode amplitude b,. We refer to b, as the
probe output and assume that the probe waveguide is per-
fectly matched (a,=0) when the probe measures the field of
the source.

The field outside the cylinder in Fig. 2 that encloses the
probe can be described in terms of the outgoing waves

794  J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

P p..2) = H, (kyp)e" e’ (11)
and the standing waves
p(‘)(p, b,2) =]n(kpp)ein¢eikzz’ (12)

where J,(k,p) is the Bessel function of order n. The probe
receiving coefficients can now be defined as follows. If the
total field outside the enclosing cylinder is the single stand-
ing cylindrical wave J,(k,p)e" %"=, the probe output is
given by b,=C,(kz), where C,(kz) are the probe receiving
coefficients.

The probe receiving coefficients will now be expressed
in terms of the probe’s plane-wave receiving characteristic
R, (k,,k,), defined to be the probe output when the incident
field is the plane-wave eitkerthyythad) with k§+k§+k§=k2. The
plane-wave receiving characteristic, which is also defined
with the probe located in the probe coordinate system, can be
expressed both in terms of the plane-wave transmitting spec-
trum and the far-field pattern of the probe when the probe is
a reciprocal electroacoustic transducer.”™ For example, if
the probe is reciprocal and its far field is expressed in terms
of a far-field pattern F,(6,¢) as p(r)~fp(9,¢)eik’/r, the
receiving characteristic is

F(m=0,7m+ ¢)

R, (k cos ¢ sin 6,k sin ¢ sin ) = — -
lepme

>

(13)

where Y, is the characteristic admittance for the propagating
mode of the probe waveguide feed and p,,, is the mass den-
sity of the undisturbed fluid.

With the angles ¢, and 6, defined such that k,
=k,cos ¢y, k,=k,sin ¢, and k,=k cos 6, the cylindrical ex-
pansion of the incident plane-wave e!®x*+kw+k:2) jg

o0

ei(kxx+kyy+kzz) — E in.]n(kpp)ein(¢_¢k)eikzz.

n=—00

(14)

Note that k£, <0 and /2 < ¢, <37/2 for plane-wave com-
ponents generated by sources that are located in the half
space x> 0. By inspection, the plane-wave receiving charac-
teristic is found to be

400

R, (koky) = 2 i"C,(k)e %,

n=—oo

(15)

which in turn yields the desired expression for the receiving
coefficients

l-_n 21 ' i
C,,(kz)=;r fo R, (k,cos ¢y.k,sin ¢)e"Pdepy.  (16)

As will be demonstrated below, the far field of the source
can be determined from the plane-wave receiving character-
istic in the region of propagating waves where k,, k,, and k,
are real.

2. Piston probe

We consider now a baffled circular receiving piston
transducer whose piston resides in the y-z plane of the probe
coordinate system. For brevity we shall refer to this receiv-
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FIG. 3. Receiving pattern of piston probes with 2=0.1\, h=0.61\, h=\, and h=2\.

ing transducer as a piston probe. When the piston has radius
h and is centered on the origin, the receiving characteristic
takes the form

2J,(hk sin B)

hk sin B (17

R,(B)=

where S is the angle between the axis of the piston (x axis)
and the direction of propagation of the incoming plane wave.
We have normalized the receiving characteristic so that
R,(0)=1 for all h.

The receiving characteristic of the probe depends
strongly on the radius of the piston as illustrated in Fig. 3,
where R,(B) is plotted for 2=0.1\, h=0.61\, h=\, and h
=2\. For h<<\ the receiving characteristic is approximately
one and the probe output simply equals the field (ideal
probe). The first nonzero null of the Bessel function of order
one is at 3.83, so for hk=3.83 the receiving characteristic is
zero for $=90°. Hence, for #<<0.61\ the pattern has no nulls
for real B (propagating modes) and for #>0.61\ the pattern
has at least one null for real 8. We shall see that nulls of the
receiving characteristic strongly affect the performance of
the probe in near-field scanning applications.

By noting that k sin B= Vk§+k§=\r’k2—ki, the receiving
characteristic as a function for k, and k, is found to be

20, (M2 - 1)

R,(kyk,) = —— (18)
e MK - k2

and from Eq. (16) we get the following expression for the
receiving coefficients:
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Cn(kz) =

4 j”’z Ty (hIPsin® gy + kPcos® )
"Jo hIPsin’ gy + kicos’ ¢y

i
Xcos(ng)dedy, n even (19)

and C,(k.)=0 for n odd. Figure 4 shows the normalized re-
ceiving coefficients of the piston for four values of the piston
radius and k,=0. For h<<\, the receiving coefficients equal
those of an ideal probe: C,=0 for n# 0 and Cy=1. For large
h, the modes with |n| <kh are nonzero.

We shall also need to compute the probe output from a
point source located in the probe coordinate system at r;
=x,X+y,Y+2,Z, with x;>0. The probe output can be ex-
pressed conveniently as an integration over plane waves in-
volving the probe receiving characteristic and the spectrum
of the point source.™” The plane-wave expansion of a point
source is obtained from the Weyl identity3]’5

. . 12 12 52
ezk\r—rl\ i +0 40 ez[ky(y—yl)+kz(z—z1)+\¢k —ky—kz\x—xl\]
=— dk,dk..
—00 -0

r—r| 27 -2 12

(20)

where \r’kz—ki—kg has non-negative real and imaginary
parts. We insert the expressions for the point-source spec-
trum and the probe receiving characteristic into a plane-
wave integral, write the integral in polar coordinates, and
evaluate the angular integral in closed form in terms of
Bessel functions, to get the following expression for the
probe output
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FIG. 4. Receiving coefficients at k,=0 of piston probes with 7=0.I\, h=0.61\, h=\, and h=2\.

b,=— u x>0,

26 [+ VK- J,(hu)
—| = JO(”\’y1+Zl) u,

Vskz_MZ

(21)

where Vk%>—u” has non-negative real and imaginary parts.
The formula (21) is valid when the piston surface occu-
pies the space x=0, \Vy>+z><h in the probe coordinate
system in Fig. 2. The integrable singularity at u=k in Eq.
(21) may be removed by writing Eq. (21) as

2i [** T S ) s
b,=— U—r=— Jo(uNyt =z

o Vk'-u
J(hk)

- Jo(k\y1+zl)}du
2¢™ 7, (hk

20 )o(k\’y1+21) x; >0, (22)
hxl k

where the Weyl identity (20) has been used to calculate the
last term. The formula (21) could also be obtained by invok-
ing reciprocity to show that the probe output equals the field
radiated by the piston at the location of the point source. The
field of the circular piston was obtained by King,32 and Eq.
(21) is known as the King integral.”

Alternatively, the probe output can be expressed in terms
of an integral of the incident pressure over the piston
surface™
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)2

ff lkxxl b=y -2
dydz. (23)
i th \x1+(y v+ (z-z)°

y +7 <h

Remarkably, the exact output of a baffled receiving piston
transducer of arbitrary cross section is proportional to the
integral over the piston surface of the incident plressure.34 In
yet another alternative representation, the output is expressed
as a linear spatial differential operator acting on the incident
pressure at the reference point of the probe.16 18

The formulas (21)—(23) hold for any piston size and any
point source location with x; >0, even when the point source
is in the near field of the piston. When the point source is in
the far field of the piston, its field can be approximated by a
single plane wave in the region of the piston. From the ex-
pression (17) for the receiving characteristic, we obtain the
far-field approximation for the probe output

2J,(hk sin B) e*nil Vyl+27
T T s sin f=———. (24)
sin 8 v

Numerical calculations reveal that the error of the far-field
formula (24) is 27%, 13%, and 3% when h=X\ and the point
source is at r;=5AX+\y, r;=5AX+7\y, and r;=30\X
+10\y, respectively. Hence, even with a relatively small
piston, the exact formula is required to accurately com-
pute the probe output from point sources less than 30\
away.

Thorkild Birk Hansen: Near-field measurements on truncated cylinder



3. Probe-corrected formulas

The probe-corrected formulas for the field of the source
will be derived in this section using a straightforward ap-
proach that involves two steps. First, an expression is derived
for the probe output bp(a,qb,z) in terms of the unknown
expansion coefficients F,,(k,) for the source and the known
probe receiving coefficients C,(k.). Second, this expression
for the probe output is inverted to get the expansion coeffi-
cients of the source in terms of the probe receiving coeffi-
cients and the probe output.

Multiple interactions between the source and the probe
will be neglected. That is, the field scattered by the probe,
rescattered by the source, and returned to the probe, does not
change the output of the probe. The effect of multiple inter-
actions can be taken into account formally by the source
scattering matrix formulation.® However, this formulation
does not provide quantitative information about these mul-
tiple interactions, and to obtain useful probe-corrected for-
mulas they have to be neglected.

To derive an expression for the probe output when the
probe is illuminated by the field of the source, we need to
express the cylindrical waves in Eq. (5) in terms of cylindri-
cal waves defined in the probe coordinate system. To distin-
guish between the global coordinate system (in which the
scan cylinder is given by p=a) and the probe coordinate
system (in which the probe is fixed) we attach primes to all
coordinates defined with respect to the probe coordinate sys-
tem.

Assume that the reference point of the probe is at
(a,¢,,z,) on the scan cylinder. Then we need to transform
the cylindrical wave functions in Eq. (5) into cylindrical
wave functions in the probe coordinate system, which is cen-
tered at (a, ¢,z,) with its x axis pointing toward the center
of the global coordinate system. To achieve this transforma-
tion we use the rotation-translation formula for cylindrical
wave functions
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FIG. 5. Geometry for translation and
rotation of cylindrical wave functions.

+00
HY(p)e™? = (= 1)"e™¢ X HY, (p)],(p)e™, py>p',
n=—00

(25)

where the primed quantities are defined in the probe coordi-
nate system and the unprimed quantities are defined in the
global coordinate system, as shown in Fig. 5.

Equation (25) can be inserted into expression (5) to get
the following formula for the pressure on the scan cylinder:

+%0

p(a,q&s,zs) = E (_ 1)m€im¢5

m=—o

+00 +o0
X [,k p" Ve e 1F, (k) HD

n—-m
n=-0o J —o

X (k,a)e™<sdk,, (26)

which expresses the outgoing waves that emanate from the
source in the global coordinate system in terms of standing
waves ]n(kpp’)ei”‘/”ei"kfz’ in the probe coordinate system.
From the definition of the probe receiving coefficients, we

see that the total probe output is

+o0 400

“+00
bp(a7 ¢,Z) = E (- 1)meim¢s E Cn(kz)Fm(kz)HE:]—)m
X (k,a)e*=sdk,. (27)

The expression (27) is easily inverted by use of the orthogo-
nality relations (9) and (10) to get the final probe-corrected
expression for the spectrum

Fy(k) = D,(k)1,, (k). (28)

where
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FIG. 6. Correction factor at k,=0 for piston probes with 7=0.1\, h=0.61\, h=X\, and h=2\ that measure the field on a scan cylinder of radius a—30A\.

+ 27
1,,(k;) = f f b,(a, b,z)e M Pse" ks d bz, (29)
—o0 0

is a Fourier integral of the probe output over the scan cylin-
der and

(_ 1)"1

Dm(kz) = (30)

+%0

41 >, Cylk)HY (k,a)

n=—o0

is a correction factor that depends on the probe receiving
coefficients and the scan cylinder radius. The far field of the
source is expressed in Eq. (6) in terms of the expansion
coefficients F,,(k,) evaluated at k,=k cos 6, and the formula
(16) determines the probe receiving coefficients C,(k,) in
terms of the plane-wave receiving characteristic of the
probe. For an ideal probe whose output equals the pres-
sure (C,=0 for n#0 and Cy=1), Eq. (28) reduces cor-
rectly to the nonprobe-corrected formula (8).

Figure 6 shows the magnitude in decebels of the correc-
tion factor (30) for piston probes with 2=0.1\, h=0.61\, &
=\, and h=2\. The scan cylinder radius is a=30\ and the
observation direction is #=90°, corresponding to k,=0. We
shall now describe how the correction factor corrects for the
probe pattern for far-field observation points near 6=m/2.

First assume that the field is produced by a point source
at the origin so that R;,=0. Then the expansion coefficients
F,(0) are zero for m#0, and only the correction factor
D(0) comes into play. For points on the scan cylinder near
the x-y plane, the output is roughly the same for all four
probes because the point source is in the direction of the
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main beam (see Fig. 3 with 8=0). The far field of the point
source at #=m/2 is mainly determined by the probe output
near the x-y plane, so the correction factor Dy(0) should be
roughly the same for the four probes, as confirmed by Fig. 6.

Next assume that the field is produced by a point source
on the x axis at x=3a/4, for which the expansion coefficients
F,,(0) with |m| <150 are non-negligible. The probe sees this
point source at an angle B=37° when the probe is at
(x,y,2)=(0,a,0) and (x,y,z)=(0,-a,0). At all other obser-
vation points in the x-y plane, the probes sees the point scat-
terer at an angle S that is less than 37°. Consider the piston
probe with z=\. From Fig. (3) we see that 8=37° is near the
first null of this probe, so very low outputs are obtained
when the probe is near (x,y,z)=(0,a,0) and (x,y,z)=(0,
—a,0). To compensate for these low outputs, the correction
factor D,,(0) has a peak at |[m|=120 and attains large values
around this peak. Hence, to compute some of the higher-
order expansion coefficients of the source F,,(0), the integral
over the scan cylinder 7,,(0) must be boosted by a large cor-
rection factor D,,(0). These arguments can be repeated for
the other piston probes in Fig. 3.

This discussion shows that nulls and low sidelobe levels
in the probe receiving pattern result in large values of the
correction factor. Correction factors that vary significantly
with m, can often lead to errors in the computed far field
because some of the higher-order expansion coefficients of
the source F,, are computed as the product of a small number
that can be relatively inaccurate (the integral of the probe
output over the scan cylinder 7,,) and a very large number
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(the correction factor D,,). Therefore, it is advantageous to
avoid probes that have nulls and low sidelobe levels in the
region of the sources.

In Sec. IV we show how the far field can be computed
from sampled values of the probe output on the scan cylin-
der. If the angular sampling rate is A ¢, the far-field summa-
tion (6) includes the terms with |n| < /A (recall that the
spectrum in Eq. (6) is given in Eq. (28) as F,=D,[,). Hence,
by decreasing the sample spacing A the far-field error may

1

increase because more of the peaks of the correction factor
are included. This phenomenon is illustrated in Sec. V. Of
course, the sample rate A¢ must always be chosen small
enough to properly resolve the field of the source.

We shall now briefly discuss an approximate probe-
corrected formula obtained by inserting3 >

H(l) (kpa) — (_ ])m(_ i)ne—in arcsin(m/[kpa])Hf;)(kpa) (3 1)

n—-m

into Eq. (30) to get

D, (k) =

An electromagnetic analog of Eq. (32) was derived by
Borgiottig’10 and subsequently rederived by Yaghjian.8 The
approximate formula (32) expresses the correction factor
D,,(k,) directly in terms of the receiving characteristic
R,(k,,k,) and avoids the use of the cylindrical receiving co-
efficients C,(k,) that occur in the exact formula (30). By
invoking the relation (13), the formula (32) expresses the
correction factor directly in terms of the probe far-field pat-
tern. For k,a> 1, expression (31) is accurate only for small
|n| and values of |m| that are not too close to k,a. Hence, Eq.
(32) is accurate only for small probes with only a few non-
zero receiving coefficients C,(k.) and for sources with R,
not too close to a. The approximate formula (32) is sin-
gular when arcsin(m/[k,a])+m coincides with a null of the
receiving characteristic. These singularities correspond to
the “peaks” discussed above where the exact correction
factor attains large values but remains finite. The approxi-
mate formula (32) thus fails to correctly predict the values
of the correction factor near its peaks. However, it is a
valuable formula that avoids the use of the cylindrical
receiving coefficients and produces accurate far fields for
small probes whose patterns are null free. As we shall
demonstrate below, small probes have additional advan-
tages.

The fact that the exact correction factor is without sin-
gularities distinguishes cylindrical scanning from planar
scanning: In planar scanning the exact correction factor is
proportional to 1/R,, and thus has singularities at the nulls of
R, as proven by Hansen and Yaghjians. This discussion was
confined to far-field observation directions near #=m/2. In
Sec. V we shall show how nulls in the probe pattern affects
the computed far field for observation points away from 6
=/2.

lll. TRUNCATION OF THE SCAN CYLINDER

The exact expressions (8) and (28)—(30) for the expan-
sion coefficients F,(k.) involve an integration over an entire
infinite scan cylinder of either the pressure or the probe out-
put. Practical near-field measurements are carried out only
over a truncated scan cylinder, which we assume is given by
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4ﬂ'zR,,(k,,cos[arcsin(m/[kpa]) + 7],k sin[arcsin(m/[k,a]) + w])Hﬁ,P(kpa) '

(32)

—-70<2<7zp and ¢y=<Pp<=27—¢p), where z,>0 and 0= ¢,
< 7. The near-field data required by Egs. (8) and (28)—(30) is
therefore not available in practice. Fortunately, experience
has shown that very accurate far fields can be obtained in
certain regions from measurements on a truncated scan cyl-
inder. In this section we shall study the errors caused by
truncation and develop methods for reducing them. Trunca-
tion in the z and ¢ directions are considered in Secs. III A
and III B, respectively.

First we state a result from Hansen et al.** that restricts
the range of observation angles for which we can accurately
compute the far field from a truncated scan: If the scanned
area is thought of as a transparent surface and the rest of the
infinite scan cylinder is opaque, then accurate far fields can
be achieved only in directions from which one can see the
entire source region. Similar results have been cited for pla-
nar and spherical scanning surfaces. ¢

A. Truncation in the z direction

Typically the field outside the scanned area is neglected
and the exact expression (29) is approximated by

20 27T—¢0 ) )
’"("Z)zf f by(a, doz)e e N d gz, (33)

—20 7 ¢

It is thus assumed that the contribution to the integral (29)
from the region not covered by the scan is negligible. For
cylindrical near-field measurements of directive transducers
this assumption is often valid because the measurements are
set up so that very little energy is radiated in directions not
covered by the truncated scan cylinder. However, a nondi-
rective transducer or a scatterer may radiate significantly in
all directions, including the ones that are not covered by the
scan cylinder. Hence, it is not always a valid approximation
to neglect the contribution to the integral in Eq. (29) from the
region not covered by the scan.

We shall next present two sets of asymptotic correction
formulas that approximate the contribution from the region
of the scan cylinder with |z| > z,. Detailed derivations can be
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found in Hansen et al.” First we assume that the field on the
scan cylinder behaves roughly as a plane wave e as 7
— + and find that

<0 2m= ‘f’() . .
I(k,) = f J b,(a, ¢y.z,)e” " Pe S sd b dz,
-20 ¥ do

ok (2o |
Cilkk) )y by(a b= z0)e™"Hd g,

ok (2790 |
Tik-xy), bozole " Hd,.  (34)

We use the term “edge-corrected” formula because the inte-
gral over the uncovered areas of the infinite scan cylinder are
approximated by integrations along the top and bottom edges
of the truncated scan cylinder.

The second set of correction formulas assumes that field
behaves as a spherical wave e*" as z— +%. The edge-
corrected formula for the spherical-wave assumption is*

20 217—(}50 ) )

In(kz) ~ f J bp(a’ (b‘v,ZS)e_m¢xe_lkzzsd¢sdzx
=20 ¥ ¢o

eikzz() 27T—lf70

- b - _i"¢sd X
i(k cos Oy +k;) J 4, (@ b= 20)e ¢

e—ikZZO 277—‘150

-—— b , b, _i"¢.vd .
i(k cos y—k.) J 4, o(a, dy.z0)e b,

(35)

where cos 6’0=zo/\/a2+z(2). Note that the edge-corrected for-
mula (35) is singular for far-field observation directions
with =6, and 6=m/2—- 6,. This follows from the far-field
expression (6) which shows that the far field in the direc-
tion (6, ) is determined from the spectrum evaluated at
k,=k cos 6. The edge-corrected formula (34) does not have
these singularities.

B. Truncation in the ¢ direction

For the angular truncation of the scan cylinder we can-
not derive asymptotic correction formulas similar to Egs.
(34) and (35) because no asymptotic expression suggests it-
self for the ¢ dependence of the field. Indeed, the ¢ depen-
dence of the field on the scan cylinder depends strongly on
the source shape, so we do not have a general expression for
b,(a,¢,z) that holds when ¢ is outside the scanned region
b= Pp=<21—chy.

To determine the effect of ¢ truncation, insert the for-
mula (28) for the spectrum F,,(k,) into the far-field formula
(6) to get

eikr +o0 2
p(r.0,¢) ~ Tf f b,(a, ¢sz,)G(k,a,0, ¢
—© 0

- ()ZSS;{C”})e—ikZSCOS edd)sdzs? (3 6)

where
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+0%0

Glka,0,6:{CH= 2 —
"o > C,(k cos OH" (ka sin 6)

n—-m

(_ l)me—i(m+1)'n'/26im¢

(37

will be called the taper function. Equation (36) expresses the
far field of the source directly in terms of an integration over
the scan cylinder of the probe output multiplied by the taper
function. This expression is useful for determining the
¢-truncation errors but not efficient for actually computing
the far field since the fast Fourier transform (FFT) cannot be
fully exploited. We shall now examine the taper function
(37) for an ideal probe and for piston probes.

1. Ideal probe

For an ideal probe (C,=0 for n# 0 and Cy=1), the taper
function (37) reduces to

+00

Gika,0,¢)= >, ——.
(ka.0.) z'm 27H'"D(ka sin 6)

g—i(m+l)77/2€im¢
(38)

The piston probe with 2=0.1\ is approximately an ideal
probe. By inspection, we see that the function
Gika,0,p— e s ¥ equals the total field on a hard
circular cylinder that is illuminated by a plane wave with
amplitude (277i)~'ka sin 6 that propagates in the - direc-
tion. Here, T is the unit vector for the far-field observation
direction. Hence, the far field of the source is obtained by
integrating over the scan cylinder the product of the near
field of the source and the total field on a hard cylinder,
which coincides with the scan cylinder and is illuminated by
a plane wave that originates at the far-field observation
point.

Jones™ used the Watson transform to prove that as
ka sin 6— oo the function G,(ka, 6, ) decays exponentially
for m/2<|¢| <, has a transition zone around |¢|=m/2,
and behaves as

41

ka sin 6 o
G,»(ka, 6. d’) _ |: a : :|COS ¢e—1ka sin 6 cos ¢’
2770
|g| < m/2, kasin §— + . (39)

Figure 7 shows G;(ka, 6, ¢) and its asymptotic approxima-
tion (39) for ka sin #=25. The asymptotic approximation
works well even at this low value of ka sin 6.

The qualitative behavior of G,(ka, 6, ¢) plotted in Fig. 7
for ka sin =25 remains the same for all larger ka sin 6.
Hence, the far-field formula (36) shows that the field in a
given direction with angle ¢ is determined by integrating the
field on the scan cylinder multiplied by an oscillating func-
tion of ¢, that is symmetric and decays away from ¢,=¢. In
other words, the cylindrical wave-function expansion of the
far field automatically applies an angular taper function to
the field on the scan cylinder. No taper function is applied for
the z; dependence. The asymptotic expression (39) shows
that the oscillations increase in frequency with increasing
ka sin 6.
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FIG. 7. Real (top) and imaginary (bottom) parts of the function G; and its asymptotic approximation for ka sin §=25.

2. Piston probe ize the rapidly oscillating taper function, we computed an

Figure 8 shows an upper envelope of the taper function ~ upper envelope that equals the maximum magnitude of the

in Eq. (37) for piston probes with h=0.1\, h=0.61\, h=\,  taper function over 5° intervals.
and 2=2\. The scan cylinder radius is a=30\ and the obser- Let us first discuss the behavior of the taper function for
vation direction is #=90°, corresponding to k,=0. To visual- h=0.1\ (this piston probe is almost an ideal probe whose

Upper envelope of taper function in dB
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FIG. 8. Upper envelope of the taper functions for a=30\ and #=90° for piston probes with 2=0.1\, h=0.61\, h=N\, and ~A=2\. All non-negligible terms of
the expansion for the taper function are included.
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output equals the pressure). In the region from ¢=0° to ¢
=90° the taper function decays at a moderate rate from 30 to
about 5 dB. Beyond ¢=90° the decay is exponential
(creeping-wave region), and at ¢=180° the magnitude of the
taper function is below —100 dB. Hence, the probe output on
the scan cylinder at points that lie more than 90° away from
the far-field observation direction are attenuated by more
than 25 dB when the fields are measured with a piston probe
of radius A=0.1N. We shall later see that the strong taper
helps reduce truncation effects.

The taper functions for the piston probes with &
=0.61\, h=N\, and h=2\ do not exhibit such rapid decay. For
example, the taper function for the piston probe of radius A
=0.61\ decays only 5 dB over the entire range from ¢=0°
to ¢=180°, and thus only a mild taper is applied to the probe
output. The values of the taper functions in Fig. 8 were com-
puted from the summation (37) with all non-negligible terms
included. For practical far-field calculations, the summation
in Eq. (37) is truncated at a mode number determined by the
size of the source region. This truncation of the summation
strongly affects the taper function, as will be demonstrated in
Sec. V.

C. Green'’s function representation

Let us briefly discuss a far-field formula that is based on
the free-space Green’s function rather than the cylindrical
wave functions. From Hansen ef al.” it follows that the far
field can be expressed in terms of the pressure and its normal
derivative on the scan cylinder as

T B e
p(r,0,¢) ~ - J f [ikf"f)'p(r’)
—o0 0

darr

+ i,p(r’)}e_ikf'r’d(ﬁ'dz'. (40)
ap

The normal derivative of the pressure can be related to the
velocity by the formula d/dp’ p(r')=iwp,p’ -v(r'), where
Pmo 18 the mass density of the undisturbed fluid.

This formula is seldom used in near-field scanning be-
cause it requires that both the pressure and its normal deriva-
tive be measured. Unlike the formulas that are based on the
cylindrical wave functions, the formula (40) does not apply
an angular taper function to the field on the scan cylinder.
Hence, angular truncations of the scan cylinder would in
general affect Eq. (40) more than they affect formulas based
on cylindrical wave functions.

IV. SAMPLING THEOREMS AND COMPUTATION
SCHEMES

The formulas derived so far for the far field of the source
involve integrations of the probe output over the scan cylin-
der and infinite summations over angular modes. In this sec-
tion we discretize these formulas so that the far field of the
source can be computed from a finite number of probe-
output values sampled at regular intervals on the scan cylin-
der. As part of the discretization, we present sampling theo-
rems that determine the sample spacing required for accurate
far-field calculation.
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The scan cylinder is truncated and given in cylindrical
coordinates by p=a and |z| <z, and the field on the scan
cylinder is measured at the grid points expressed in terms of
the cylindrical coordinates as

b=(-1)A¢, €=12,...,N,, (41)
and
z=(m-1)Az—zo, m=12,...,N,. (42)

The formulas of this section require the probe over the entire
360° range. If the scan cylinder is angularly truncated, one
simply inserts zeros into the array positions that corre-
spond to measurement points that are outside the scanned
area. Note that z, satisfies the relation zo=(N,—1)Az/2.

If every point on the scan cylinder is at least one wave-
length or so away from the nearest point on a nonresonant
source,* the sampling intervals A¢ and Az can be chosen as
follows:'’

2
A¢=_7T, N¢=2int(kRmin+n1)’ (43)
Ny
A
Ar= X 44
=2 (44)

where R, is the radius of the minimum cylinder, n; is a
small integer, and N is the wavelength. In Eq. (43) the
function “int” denotes the integer value.
The sampling theorems show that the infinite summation
(6) can be replaced by the finite summation
ikr - No
> D, (k cos O)1,(k cos )" Pe ™+ D2,

n=-N

p(r,0,¢) ~

(45)

where D, (k cos 6) is the correction factor defined in Eq.
(30), and N, is an integer that must be large enough to
include all the significient modes of a give source region.
When strong edge effects are present, N, should be large
enough to prevent aliasing caused by the discontinuity of
the near-field data at the truncation edges.22 Since only
the values of 7,(k cos 6) with [n| <N4/2 can be computed
accurately, one must chose Ny<N,/2.
Next we introduce the two-dimensional array

l;,,(f,m) =by(a,(€=1)A¢,(m - 1)Az-z),

€=1.2,...,Ny, m=12,....N., (46)

which contains the probe output b, at the grid points. A
straightforward discretization of the formula (33) for the
spectrum then gives

Ny N,
I,(k)=AzA ¢eikzzoez 2 e—inAqS((i—l)e—iszz(m—l)Ep(g’ m).
=1 m=

m=1

(47)

Note that both the far-field formula (45) and the probe-
corrected formula (47) for the spectrum can be computed
efficiently with the FFT.
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We can also discretize the edge-corrected formulas (34)
and (35) to get

Ny N,
In(kz) — AZAgbeikZzOZ E e—inAqS({’—l)e—iszz(m—l)I;'p(g’m)
=1 m=1
N
AZA¢elk2ZO [ p -
_ 5 2 e inA¢(£ 1)b1,(€,1)
(=1

v N
AzAge ™0 L\~
_ SR TS e ndHEDE (¢ N)

2 =1
Agpe™*: 2o A ~
—in ¢(€—l)b .1
z(k+kz)€§e p(61)
Aqﬁe ik ZQ
E e mAANEDR (€,N,) (48)
i(k—k.) =

when the field is assumed to behave as e”“z‘, and
Ny N,

In(kz) =AzA ¢eikZZO€E E e—inA(b((f—l)e—iszz(m—l)gp(€’m)
=1 m=1

A2A¢e'k 0. oA
5 ; b,(€,1)

2. N
AzApe k0 % A ~
== —inAp(€—1)
5 Z{ e b,(¢,N,)

ik, Ny
B A pe"0 S -imbo-Df (¢1)
i(k cos 00+kz)€:1 P

Aqse—ikzlo A
P — -inAl-Dp, (¢ N 49
i(kcos 6y—k );1 ¢ p(6.No) (“49)

when the field is assumed to behave as e*" and cos 6,
=zo/ \ya2+z(2). The second and third in Egs. (48) and (49)
ensure that the contributions from the top and bottom
edges are included only once. The number of operations
required to compute the spectrum from any one of the
formulas (47)—(49) is on the order of NN log,(Ny,N,).
Hence, the edge-correction terms do not significantly add
to the computational effort.

V. FAR-FIELD ERRORS FOR A POINT SOURCE

In this section we shall compute the far field of an
acoustic point source from near-field measurements on a
truncated scan cylinder. The field is measured with piston
probes of varying size and the probe output is computed
from the exact formula (22). Hence, if the scan cylinder is
untruncated, the computed far field equals the exact far field,
regardless of the size of the piston probe. The acoustic field
is generated by a single point source (i.e., a nondirective
source) located inside the scan cylinder, so the truncation
edges of the scan cylinder are illuminated by relatively
strong fields, and the truncation effects will be clearly vis-
ible. The scan cylinder is given by a=30\N and —40\<z

J. Acoust. Soc. Am., Vol. 119, No. 2, February 2006

TABLE 1.

Average far-field error over the region 0= ¢ <2 for =m/2

h=0.IN  h=0.6IN  h=N  h=2\
(%) (%) (%) (%)
No edge correction 3.1 0.7 0.5 0.3
Plane-wage edge correction 0.9 0.2 0.1 0.1
Spherical-wave edge correction 1.3 0.2 0.2 0.1

<39.5\. Throughout, the sampling spacing in z is Az=\/2.
First assume that the point source is located at r,=12\y
—5\Z.

We begin by investigating the improvements in far-field
accuracy achieved with the formulas that correct for the trun-
cations at the top and bottom edges of the scan cylinder. We
let the scan cylinder be untruncated in ¢ and chose N
=360 corresponding to an angular sample spacing of A¢
=1°. (With R,;,=12\, the required sample spacing is about
2.3°.) The sample spacing in z is Az=\/2. We shall compare
the far fields obtained with four different probe sizes: h
=0.I\, h=0.61\, h=\, and h=2\. The exact far field of a
single point source located at r; is

ikr
po(r) ~ ek (50)
r

Table I shows the average error of the far field for 6=m/2
and 0= ¢ <27 computed from this z-truncated scan using
Eqs. (47)-(49).

We see that the edge-correction formulas significantly
reduce the far-field error for all sizes of the piston probe.
Moreover, the error is smaller for directive probes because of
the reduced magnitude of the probe output near the top and
bottom edges of the scan cylinder. In the remainder of this
section we employ the edge-corrected formula (48) based on
the plane-wave assumption.

Figure 9 shows the far-field error as a function of 6 for
¢=0 with the scan cylinder still untruncated in ¢. The error
is calculated at the angles #=arccos(k./k) with increments of
k./k equal to 0.0125 (these increments automatically come
out of the FFT when the sample spacing in z is A/2 and no
zero padding is applied). The vertical solid lines in Fig. 9 are
the limiting angles at which the line that begins at the point
source and ends at the far-field observation point touches the
upper and lower truncation edges of the scan cylinder. As
expected, outside these limiting angles the far-field error is
so large that the computed far field is useless.

The far-field error curves have spikes that correspond to
nulls in the probe patterns (see Fig. 3). These spikes are not
exactly symmetric because the point source is not in the
x-y plane. They result from the fact that the probe output is
very small at values of z for which the point source is near
the direction of a null. When the far field is computed in the
corresponding 6 direction, the correction factor is large and
thus the errors caused by z truncation lead to an inaccurate
value for the far field.

We now compute the far field of the point source at 6
=m/2 from measurements over the ¢—z truncated scanning
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FIG. 9. Far-field error at ¢p=0° computed from a z-truncated scan with a=30\, 0 < <<360°, and —40\ <z<<39.5\. The far-field error is calculated at 6
=arccos(k./k) with increments of k./k equal to 0.0125. The limiting angles in @ are indicated with vertical solid lines. The field is produced by a single point

source at (x,y,z)=(0,12\,=5\).

area given by a=30\, —40A<z<<39.5\, and 60°<¢
<<300°. Figure 10 shows this scanning area as a solid circu-
lar arc. We shall compute the far field with two different

angular

sampling spacings: (i) A¢=1° resulting in N,=360,

and (ii) A¢=2° resulting in Ny=180. Hence, the relevant
taper functions are given by the summation in Eq. (37) trun-
cated at [m|=180 and |m|=90. Figure 11 shows upper enve-
lopes of these taper functions for piston probes with A

30 -

20 -

10

y/A o

-10

4
v

gk_
&

. *
Point source x <

FIG. 10. Truncated scan cylinder with radius a=30\.
The scanned region is the solid circular arc given by
60° < ¢p<300°. The point source is located at (x,y,z
:(Q, 12N\ ,=5\), and the two limiting angles are marked
by .
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FIG. 11. Upper envelope of the taper functions of piston probes with 2=0.1\, h=0.61\, A=\, and h=2\ and #=90°. Terms with |m| <180=0.95ka are
included in the top plot. Terms with |m| <90=0.48ka are included in the bottom plot.

=0.IN, h=0.61N, h=\, and h=2\. The upper envelopes
equal the maximum magnitude of the taper functions over 5°
intervals.

These two sets of truncated taper functions are very dif-
ferent. For example, for 7=0.61\ the taper function trun-
cated at |m| =180 (Fig. 11 top) equals 34 dB at ¢=0, attains
a maximum value of 47 dB at ¢p—60°, and decays to 24 dB

at ¢=180°. The corresponding taper function truncated at
|m|=90 (Fig. 11 bottom) equals 31 dB at ¢=0, attains a
maximum value of 40 dB at ¢=20°, and decays to 3 dB at
¢=180°. These two truncated taper functions for the piston
with 7=0.61\ lead to very different ¢-truncation errors, as
we now shall see.

Figure 12 shows the upper envelope of the far-field error
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computed from the truncated far-field summation (45) with
the expansion coefficients determined from Eq. (48) using
three different sets of parameters.

* Top plot: A¢=1° and Ny=180 used in Eq. (45).
» Middle plot: A¢p=1° and Ny=90 used in Eq. (45).
* Bottom plot: A¢=2° and Ny=90 used in Eq. (45).

Let us again consider the piston probe with 2=0.61\ for
which the taper function in the top plot of Fig. 11 has a peak
at 60°. Hence, for A¢p=1° and N,=180 we should expect
large errors when a truncation angle is 60° away from the
observation direction. Indeed, Fig. 12 (top) shows that the
far-field error has peaks at ¢=120° and ¢$=240°.

Next consider the middle plot where the sample spacing
still is 1° but the far-field summation (45) is artificially trun-
cated at Ny=90 (only these modes are required to compute
the far field of the point source since kR,,;,=75). Hence,
neither of the taper functions in Fig. 11 apply. Except for a
region near ¢=180°, the far-field error for this set of param-
eters is much smaller than in the top plot where all the modes
obtained with 1° sampling are included.

The peaks at ¢p=80° and ¢$=280° for the probe with &
=0.61A\ in the bottom plot of Fig. 12 can be explained from
the taper function in the bottom plot of Fig. 11 that peaks at
$=20.

Finally, Fig. 13 shows the far-field error for a point
source at ry=—17AX+20\y—5\z computed with A¢p=1° and
Ny=180 (for this point source kR,,;,=165, so the terms with
|n| <90 are not sufficient to compute the far field). The taper
function in the top plot of Fig. 11 applies, and we confirm
that the far-field error has peaks at ¢=120° and ¢$=240° for
h=0.61\. Similar observations hold for the other piston
sizes.

We have now demonstrated that the taper functions cor-
rectly predict the positions of the peaks in the far-field error.
Moreover, the overall errors obtained with the truncated far-
field formula (45) are larger for Ny=180 than for Ny=90. We
can explain this from the behavior of the correction factor in
Fig. 6 as follows. When only the terms with |n| <90 are
included, only the two peaks at n=+60 for the h=2\ probe
come into play. When all the terms with |n| <180 are in-
cluded, all the peaks in Fig. 6 come into play except the two
peaks at n= =190 for the 7=0.61\ probe. As discussed in
Sec. II B 3, the peaks of the correction factor cause inaccu-
racies in the computed far field for truncated scans, and
therefore the overall far-field errors grow when more terms
are included. The approximate formula (32) for the correc-
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FIG. 13. Upper envelope for the error of the far field at
0=90° computed from a ¢—z truncated scan with a
=30\, 60°<¢<300°, and —-40N<z<<39.5\. The
point source is located at (x,y,z)=(-=17\,20N,=5\)
and the angular boundaries of the scan are indicated
with vertical solid lines and the limiting angles are
marked by *. The angular sampling is 1° and terms with

330 360 |m| <180 are included.

tion formula correctly predicts the locations of the peaks and
is therefore useful for determining if a given sample spacing
causes high far-field errors.

The far-field error depends therefore not only on the
probe receiving characteristic, but also on the sample spacing
used in the far-field computation and the number of terms
that are included in the far-field computation. In practice, it is
therefore advisable to plot the relevant correction factors and
taper functions for different sample spacings to determine
optimal probe and sampling parameters that reduce the far-
field errors caused by ¢ truncation.

VI. CONCLUSIONS

Probe-corrected formulas for cylindrical near-field scan-
ning of acoustic fields and the corresponding computation
schemes were derived from outgoing and standing cylindri-
cal wave functions. We developed edge-correction formulas
that reduce the effect of z truncation and demonstrated their
validity through numerical examples involving a point
source and baffled piston transducer probes.

We showed that the probe-corrected formulas automati-
cally apply a ¢-dependent taper function to the probe output
on the scan cylinder. The taper function depends on the
probe and on the angular sample spacing. The taper function
helps reduce the effect of angular truncation of the scan cyl-
inder, and its shape determines the region of validity of the
computed far field.

Far fields computed with small probes that have null-
free patterns are insensitive to angular truncation and can be
accurate in large angular regions. On the other hand, far-
fields computed with larger probes that have nulls in their
patterns are very sensitive to angular truncation and to the
angular sample spacing employed during the measurement
procedure. Therefore, it is advisable to use null-free probes.
Regardless of the probe, the taper function can be used to
optimize the parameters of the near-field scanning system to
reduce the far-field errors caused by angular truncation.
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Obtaining the complex pressure field at the hologram surface
for use in near-field acoustical holography when pressure
and in-plane velocities are measured
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Acoustical-based imaging techniques have found merit in determining the behavior of vibrating
structures. These techniques are commonly used in numerous applications to obtain detailed noise
source information and energy distributions on source surfaces. Source reconstructions using
near-field acoustical holography (NAH) are reliant upon accurate measurement of the pressure field
at the hologram surface. For complex acoustic fields this requires fine spatial resolution and
therefore demands large microphone arrays. In this paper, an interpolation method is developed for
obtaining the complex pressure field at the hologram surface from pressure and velocity
measurements. Because particle velocity measurements provide directional information, a more
accurate characterization of the pressure field with fewer measurement locations is obtained. The
processing technique presented does not relate directly to the holographic reconstruction itself.
However, the interpolation scheme presented serves as a preprocessing step before a NAH algorithm
is applied. The presentation and validation of the interpolation scheme is the major focus of the
paper. An analytical comparison of NAH reconstructions from traditional pressure measurements to
reconstructions using the preprocessed pressure and velocity measurements is presented. A vibrating
plate and cylinder are considered as test cases to validate the analytical results. © 2006 Acoustical

Society of America. [DOI: 10.1121/1.2159427]

PACS number(s): 43.20.Ye, 43.40.At, 43.60.Pt [EGW]

I. INTRODUCTION

Near-field acoustic holography (NAH) is a methodology
that enables the reconstruction of acoustic quantities in three-
dimensional space from a two-dimensional measurement of
the pressure field near the surface. Williams and Maynard
presented a Fourier transform-based NAH method' ™ for
separable geometries of the wave equation that has been suc-
cessfully applied to a variety of radiation problems.“_6 Two
approaches are currently available for arbitrary geometry
problems. The first technique solves the Helmholtz integral
equation numerically via the inverse boundary element
method (IBEM).”® An alternative to IBEM is the Helmholtz
equation least-squares (HELS)9’10 method which reconstructs
the acoustic field using spherical basis functions.

One common aspect of all three NAH implementations
is that the accuracy of reconstruction is dependent upon ad-
equate representation of the pressure field on the measure-
ment surface. The Fourier transform method and the IBEM
rely on a spatial sampling for field characterization, which
can cause mid- to high-frequency measurements to become
cumbersome. This is due to the fact that the microphone
spacing must be less than or equal to a half wavelength of
the highest frequency of interest to avoid spatial aliasing.

The objective of this work is to develop a processing
technique for pressure and velocity measurements that pro-
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vides an improved characterization of the pressure field at
the hologram surface. The result would be a reduction in the
number of required measurement locations. This would lead
to a considerable savings in data acquisition time for scan-
ning array systems and help reduce the inefficiencies encoun-
tered at high frequencies.

Acoustic pressure and quadratic pressure measurements
were used for NAH by Loyau et al. " in their development of
broadband acoustic holography from intensity measurements
(BAHIM) to obtain the phase of the pressure hologram with-
out the need of a reference for scanning array systems.
Visser'? also showed that a particle velocity based adaptive
boundary element method performs better than the conven-
tional pressure based implementation if the pressure and ve-
locity measurements have comparable signal-to-noise ratios.

This work relies on the ability to accurately measure
acoustic particle velocity. Presently, the primary technique
for particle velocity estimation is via finite difference ap-
proximations. The accuracy of this method depends on error
in the pressure difference, scattering and diffraction, and mi-
crophone phase mismatch. Recently, a new particle velocity
transducer known as a Microflown'” sensor has been devel-
oped which functions similar to a hot wire anemometer. The
transducer consists of two thin, parallel wires five microns
apart that are heated to approximately 300 °C. As air par-
ticles flow across the wires heat transfer occurs. The first
wire crossed will heat the air slightly which results in the
second wire not being cooled to quite the same degree. This

© 2006 Acoustical Society of America



temperature difference is then used to determine the particle
velocity. Jacobsen and de Bree'* showed that results compa-
rable to finite difference intensity approximations are pos-
sible using the Microflown to measure the particle velocity.
For the work presented in this paper, the Microflown sensor
is used. However, the results are applicable to any sensor that
measures both pressure and particle velocity, such as the en-
ergy density probe discussed in Ref. 15.

This paper presents a method where near-field pressure
and in-plane velocities are used to obtain a representation of
the pressure field at the measurement contour. The pressure
and velocity field information are combined using a modified
bicubic Hermite interpolation scheme presented in Sec. II.
The work presented in this paper does not modify the cur-
rently used NAH algorithms discussed earlier. It does, how-
ever, provide the user with a better characterization of the
field on the measurement surface to input into one of the
currently available NAH algorithms. Analytical results are
presented to indicate the theoretical benefits of the proposed
preprocessing method. Experimental results for planar and
cylindrical test cases are included for model validation. Be-
cause separable geometries have been chosen, the Fourier
transform-based NAH method is implemented. However, the
interpolation meth